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Abstract. Let k be a field of characteristic not 2. We conjecture that if X is a quasi-
projective k-variety with trivial motivic Euler characteristic, then SymnX has trivial
motivic Euler characteristic for all n. Conditional on this conjecture, we show that the
Grothendieck–Witt ring admits a power structure that is compatible with the motivic
Euler characteristic and the power structure on the Grothendieck ring of varieties. We
then discuss how these conditional results would imply an enrichment of Göttsche’s
formula for the Euler characteristics of Hilbert schemes.

1. Introduction

With an eye towards applications in enumerative geometry over non-closed fields, we
investigate a few properties of the motivic Euler characteristic. We begin with a brisk
summary of our conjecture and results. We will explain the context of this paper in
Section 1.1. Let k be a field of characteristic not 2. Let K0(Vark) and GW(k) denote the
Grothendieck ring of varieties over k and the Grothendieck–Witt ring of bilinear forms
over k, respectively. Let

χc : K0(Vark) → GW(k)

denote the motivic or compactly supported Euler characteristic (see [Rön16, AMBO+22,
Azo22] and Section 2). Finally, let Symn : K0(Vark) → K0(Vark) denote the nth sym-
metric power map, defined on classes of quasi-projective varieties by [X] 7→ [SymnX].
We conjecture that Symn preserves kerχc for all n.

Conjecture 1.1. Let k be a field of characteristic not 2. If X is a quasi-projective
k-variety such that [X] ∈ kerχc, then [SymnX] ∈ kerχc for all n ≥ 1.

The complex and real analogs of Conjecture 1.1 are true. Indeed, Xn → Xn/Sn is étale-
locally trivial after a suitable stratification, and the rank and signature of χc (which
correspond to the compactly supported Euler characteristic of X(C) and X(R) by Re-
mark 4.2 and Proposition 4.4) factor over étale-locally trivial fiber bundles. In particular,
if χc(X) = 0, then the rank and signature1 of χc(SymnX) both vanish for all n ≥ 1.
(This allows us to prove Conjecture 1.1 over pythagorean fields; see Theorem 9.4). In
general, χc only factors over locally trivial fiber bundles in topologies coarser than the
étale topology.

1Some extra care is needed due to the discrepancy between (SymnX)(R) and Symn(X(R)); see
Corollary 9.2 for details.
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Conjecture 1.1 is closely tied to the power structure on K0(Vark) [GZLMH04], the motivic
Euler characteristic, and a desirable power structure on GW(k). We make this precise
in the following theorem.

Theorem 1.2. Let k be a field of characteristic not 2. Let

µ0 : (1 + t ·K0(Vark)[[t]])×K0(Vark) → 1 + t ·K0(Vark)[[t]]

be the power structure defined in Section 6. Then Conjecture 1.1 is true if and only if
there exists a power structure

µGW : (1 + t ·GW(k)[[t]])×GW(k) → 1 + t ·GW(k)[[t]]

such that
χc(µ0(A(t),M)) = µGW(χc(A(t)), χc(M))

for all A(t) ∈ 1 + t ·K0(Vark)[[t]] and M ∈ K0(Vark).

In fact, one can explicitly work out a power structure on GW(k) that matches the
conjectural power structure µGW (see [PP23] for details). The difficulty in Conjecture 1.1
is verifying the compatibility of µ0 and µGW under the motivic Euler characteristic.

We also prove a few results that do not depend on Conjecture 1.1. For example, we give
the following enrichment of Göttsche’s formula for the Euler characteristic of the Hilbert
scheme of points on a surface; this will be stated and proved in the body of the article
as Theorem 8.7. An alternative form of this theorem, which depends on Conjecture 1.1,
is given in Theorem 8.6.

Theorem 1.3. Let k be a field of characteristic not 2. Then for any smooth quasi-
projective k-surface X, we have∑

g≥0

χc(HilbgX) · tg =
∏
n≥1

(
1 +

∑
m≥1

⟨−1⟩m(n−1)χc(SymmX) · tmn

)
in GW(k)[[t]].

Along the way, we collect various properties of χc. Many of these already exist in the
literature. An example of a new result is that χc is insensitive to universal homeo-
morphisms (Corollary 5.4). Recently, Pajwani–Rohrbach–Viergever showed that cellular
varieties, linear varieties, and elliptic curves satisfy Conjecture 1.1 in characteristic 0
[PRV24]. Corollary 5.4 implies that their results extend to char k ̸= 2.

1.1. Motivation. An influential result in enumerative geometry, formulated by Yau–
Zaslow [YZ96] and proved by Beauville [Bea99], gives the generating function of certain
counts of rational curves on K3 surfaces. Given a projective K3 surface X, there exists
g ≥ 1 such that X admits a g-dimensional linear system of curves of genus g. Denote
the (appropriately weighted)2 number of rational fibers of this linear system by n(g). Set

2The weight of a nodal rational curve is 1 so if all the rational curves in the linear series are nodal,
the number is unweighted.



SYMMETRIC POWERS OF NULL MOTIVIC EULER CHARACTERISTIC 3

n(0) := 1. The Yau–Zaslow formula states that

(1.1)
∑
g≥0

n(g) · tg =
∏
n≥1

(1− tn)−24.

As with many counts in algebraic geometry, Equation 1.1 is only valid over C. One
can often recover enumerative theorems over the reals by counting with an appropriate
sign. Kharlamov–Răsdeaconu gave a signed analog of the Yau–Zaslow formula over R
[KR15]. Each real rational curve has a Welschinger invariant ±1. Given a g-dimensional
linear system of curves of genus g on a real K3 surface X, let n+(g) and n−(g) denote
the number of rational fibers with Welschinger invariant +1 and −1, respectively. Set
w(g) := n+(g)− n−(g). Then the real Yau–Zaslow formula states that

(1.2)
∑
g≥0

w(g) · tg =
∏
m≥1

(1 + tm)−eR ·
∏
n≥1

(1− t2n)−
eC−eR

2 ,

where eC = 24 and eR are the Euler characteristics of X(C) and X(R), respectively.

In enriched, quadratic, or A1-enumerative geometry, one applies tools from motivic ho-
motopy theory to enumerative geometry over a wider class of base fields than just C
or R. Rather than integer-valued counts, enriched enumerative theorems are equations
in the Grothendieck–Witt ring of the base field. Rank and signature of bilinear forms
induce ring homomorphisms rank : GW(C) → Z and sign : GW(R) → Z. Applying
these two maps to an enriched enumerative equation then yields a classical count over
C and a signed count over R.

We now expand on the previous paragraph in the context of the Yau–Zaslow formula.
Let k be a field, possibly subject to some assumptions. Let X be a K3 surface over k
that admits a g-dimensional linear system of curves of genus g. To each rational curve
C, we would like to find an isomorphism class of bilinear forms q(C) ∈ GW(k) such
that sign q(C) is the Welschinger invariant of C. Moreover, rank q(C) should recover the
counting weight of C over C (i.e. 1 if C is nodal). Let q(g) denote the sum of q(C) over
the rational fibers in the linear series on X. An enriched Yau–Zaslow formula should be
an equality

(1.3)
∑
g≥0

q(g) · tg = G(t),

where G(t) ∈ GW(k)[[t]] is a power series such that the rank and signature of Equation 1.3
recover Equations 1.1 and 1.2, respectively. Applying other field invariants, such as
discriminant or Hasse–Witt invariants, to Equation 1.3 would then give Yau–Zaslow
theorems in other interesting cases, such as over finite fields or number fields.

Pajwani–Pál gave the first steps towards Equation 1.3 [PP22]. Their formula is given in
characteristic 0 and holds up to rank, signature, and discriminant. Our results streamline
various steps in op. cit., as well as give a conjectural approach to the global side of Yau–
Zaslow formulae in positive characteristic. We will not address the local contributions
of Yau–Zaslow formulae in this article.
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The general roadblock to proving Conjecture 1.1 and treating the local terms of the
Yau–Zaslow formula over fields other than C and R is the unwieldy nature of χc over
étale-locally trivial fibrations. In contrast, compactly supported Euler characteristics
factor over étale- or analytic-locally trivial fibrations, a fact which is crucial to proving
Yau–Zaslow formulae over algebraically closed fields [Bea99] or R [KR15].

1.2. Outline. The first portion of this article is devoted to discussing the motivic Euler
characteristic χc. We recall the definition of χc over fields of characteristic not 2 in
Section 2. The motivic Euler characteristic was first defined in characteristic 0 in [Rön16,
AMBO+22], and later over fields of characteristic not 2 in [Azo22]. However, we will
take a slightly different approach than that of [Azo22], which will make it easier to study
χc as a motivic measure.

In Sections 3, 4, and 5, we collect and prove some properties of the motivic Euler
characteristic. We then recall the power structure on K0(Vark) in Section 6, discuss
Conjecture 1.1 and power structures on GW(k) in Section 7, and apply our results to
Göttsche’s formula for Hilbert schemes in Section 8. Finally, we prove Conjecture 1.1
over pythagorean fields in Section 9.

1.3. Related work. Some details from this work are present in [PP23], which was
split off from an earlier collaboration. In that article, the authors construct a power
structure on GW(k) that conjecturally matches the one predicted in Theorem 1.2. The
key difficulty is verifying that this power structure is compatible with the power structure
on K0(Vark) and χc. They show that these two power structures agree under χc on
varieties of dimension 0. In [PRV24], a larger class of varieties is given on which χc takes
the power structure of K0(Vark) to the power structure of GW(k).

Acknowledgements. We thank Elden Elmanto, Marc Levine, Davesh Maulik, Jesse
Pajwani, and Ambrus Pál for helpful conversations.

DB and SM each received support from an NSF MSPRF grant (DMS-1803124 and DMS-
2202825, respectively). DB is partially supported by DMS-2401483.

2. Motivic Euler characteristic

In this section, we recall the definition of the motivic or compactly supported Euler
characteristic

χc : K0(Vark) → GW(k).

This definition will hold over fields of characteristic not 2. The starting point is the
categorical Euler characteristic χcat in motivic homotopy theory, first defined by Levine
[Lev19] (building on the work of Hoyois [Hoy14]).

The role of the Euler characteristic in Beauville’s approach to the Yau–Zaslow formula
cruicially depends on χ being a motivic measure. The motivic Euler characteristic χc

is the result of forcing χcat to become a motivic measure. In characteristic 0, this
can be done explicitly using Bittner’s presentation of K0(Vark) [Rön16, AMBO+22].
In characteristic not 2, one can define χc categorically [Azo22]. We will give a slightly
different approach than that of [Azo22], focusing on the nature of χc as a motivic measure.
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2.1. Background. Let S be a scheme. Let SH(S) be the stable motivic homotopy cat-
egory over S. The category SH(S) is symmetric monoidal, where the monoidal structure
is given by a smash product ∧ := ∧S and the unit object is the sphere spectrum 1S. In
this context, one can speak of strongly dualizable objects (see e.g. [Lev19, p. 257]).

Definition 2.1. The dual of a motivic spectrum X ∈ SH(S) is the object

X∨ := HomS(X,1S).

This gives rise to the evaluation map ev : X∨ ∧ X → 1S, which induces a map canA :
X∨ ∧ A → HomS(X,A) for each A ∈ SH(S). We say that X is strongly dualizable if
canX : X∨ ∧X → HomS(X,X) is an isomorphism.

With this definition in hand (and building on [Hoy14]), Levine defines the Euler charac-
teristic of a strongly dualizable motivic spectrum via the categorical definition [Lev19,
Definition 1.3].

Definition 2.2. Let X ∈ SH(S) be strongly dualizable. The categorical Euler charac-
teristic of X is the endomorphism

1S → X ∧X∨ → X∨ ∧X → 1S,

denoted χcat
S (X) ∈ End(1S). When X is an S-variety, we denote χcat

S (X) := χcat
S (Σ∞

P1X+).
We will generally omit the base S from the notation unless confusion about the base
may arise.

When S = Spec k is the spectrum of a field, Morel’s A1-Brouwer degree theorem [Mor12,
Corollary 1.24] gives an isomorphism End(1k) ∼= GW(k), so that χcat(X) ∈ GW(k). Un-
der the further assumption that k is perfect of characteristic not 2, Levine–Raksit prove
that χcat(X) can be computed in terms of the de Rham complex for any smooth projec-
tive k-scheme X [LR20]. This was extended to smooth proper schemes over arbitrary
fields by [BW23, Theorem 1.1]

Definition 2.3. Let k be a field. Given a smooth proper k-scheme X of dimension n,
let Hi(X; Ωj

X/k) denote the Hodge cohomology groups of X for 0 ≤ i, j ≤ n. By taking
0 maps as differentials, we get a perfect complex

Hdg(X) :=
n⊕

i,j=0

Hi(X; Ωj
X/k)[j − i]

of k-vector spaces. Coherent duality defines a trace map η : Hn(X; Ωn
X/k) → k, so we

can use the cup product to define perfect pairings

βi,j : H
i(X; Ωj

X/k)⊗ Hn−i(X; Ωn−j
X/k)

⌣−→ Hn(X; Ωn
X/k)

η−→ k.

The sum
∑n

i,j=0(−1)i+jβi,j determines a non-degenerate symmetric bilinear form on
Hdg(X) (see [LR20, §8D] or [BW23, §1]). Denote the isomorphism class of this bilinear
form by

χdR(X) ∈ GW(k).
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Theorem 2.4 (Levine–Raksit, Bachmann–Wickelgren). If X is a smooth proper scheme
over a field k, then χcat(X) = χdR(X).

Theorem 2.4 enables one to compute the categorical Euler characteristic of smooth proper
schemes using more classical invariants. Unfortunately, outside of the set of smooth
proper schemes, the categorical Euler characteristic fails to satisfy a desirable property:
χcat is not a motivic measure. That is, if X is a variety with closed subvariety Z, then
χcat(X) ̸= χcat(Z) + χcat(X\Z) in general [Lev20, Proposition 2.4 (3)]. However, over
fields of characteristic 0, the restriction of χcat to smooth projective varieties extends to a
motivic measure [AMBO+22, Theorem 1.13]. Moreover, this extension is unique [PP22,
Theorem 2.10].

Theorem 2.5 (Arcila-Maya–Bethea–Opie–Wickelgren–Zakharevich, Pajwani–Pál). Let
k be a field of characteristic 0. There is a unique ring homomorphism

χmot : K0(Vark) → GW(k)

such that χmot([X]) = χcat(X) (or equivalently, χmot([X]) = χdR(X)) for all smooth
projective irreducible k-varieties.

The motivic Euler characteristic χmot appeared previously in the work of Röndigs [Rön16,
Theorem 5.2]. The assumption that char k = 0 allows one to use Bittner’s presentation
of K0(Vark), which is a crucial aspect of [AMBO+22, PP22].

2.2. Extending the motivic Euler characteristic. We now extend the definition
of χmot to more general bases by mimicking the categorical definition. We will start by
working over a noetherian scheme S, which we will eventually assume to be the spectrum
of a field. We will also eventually invert the characteristic of the base field whenever
resolution of singularities is not known. Our extension of χmot to fields of characteristic at
least 3 recovers Azouri’s generalization of the compactly supported Euler characteristic
in this setting [Azo22, Section 2], although at times we take a different route towards
the desired definition.

To begin, we need to introduce two subcategories of SH(S).

Definition 2.6. A motivic spectrum X ∈ SH(S) is compact if HomS(X,−) commutes
with arbitrary direct sums. Let

(i) SHω(S) be the full subcategory of SH(S) whose objects are compact, and

(ii) SHrig(S) be the full subcategory of SH(S) whose objects are strongly dualizable.

By [Rio05], there is an inclusion of subcategories

(2.1) SHrig(S) ⊆ SHω(S),

which is an equality when S = Spec k for k a field admitting resolution of singularities.
In general, this inclusion may be strict. For example, SHrig(S) ̸= SHω(S) when S is
noetherian of positive dimension [Cis18].
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The key insight that allows us to define the motivic Euler characteristic categorically is
that there is a unique realization map from K0(VarS) to the Grothendieck ring of SHω(S)
[CLNS18, Chapter 2, Lemma 3.7.3]. We will state this more precisely in Lemma 2.9.

Definition 2.7. Let C be a triangulated category with a biadditive tensor product ⊗.
The Grothendieck group of C, denoted K△

0 (C), is the quotient of free abelian group
generated by the set of isomorphism classes of objects in C by the set of all objects of
the form

[X]− [Y ] + [Z],

where X → Y → Z → X[1] is a distinguished triangle. The Grothendieck group can be
promoted to the Grothendieck ring of C, also denoted K△

0 (C), by imposing the relation
[X ⊗ Y ] = [X] · [Y ] for all objects X, Y in C.

Remark 2.8. Recall that SH(S) admits the structure of a triangulated category, where
the distinguished triangles are given by (co)fiber sequences. The fiber product ×S is
biadditive with respect to the smash product ∧S, so we can take the Grothendieck ring
of SH(S). Compact objects in a triangulated category are stable under extensions and
retracts, and [May01, Theorem 0.1] implies the same for strongly dualizable objects.
Thus both SHω(S) and SHrig(S) are thick subcategories of SH(S), so the triangulated
structure on SH(S) descends to triangulated structures on SHω(S) and SHrig(S). In
particular, we can form K△

0 (SHω(S)) and K△
0 (SHrig(S)).

Lemma 2.9 (Chambert-Loir–Nicaise–Sebag). There is a unique ring homomorphism

rmot : K0(VarS) → K△
0 (SHω(S))

such that rmot([X]) = [q!1X ] for all quasi-projective varieties q : X → S (as the classes
of such varieties generate K0(VarS) [CLNS18, Chapter 2, Corollary 2.6.6(a)]).

Remark 2.10. In [CLNS18, Chapter 2, Lemma 3.7.3], the target of rmot is actually
K△

0 (SHc(S)), where SHc(S) ⊆ SHω(S) is the subcategory of constructible motivic spec-
tra. However, SH(S) is constructibly generated (and therefore compactly generated)
by [Hoy14, Proposition C.12], so the constructible objects in SH(S) are precisely the
compact objects [CD19, Proposition 1.4.11]. It follows that SHc(S) = SHω(S).

Note that for Lemma 2.9 to make sense, we need q!1X to be compact whenever q : X → S
is quasi-projective. Quasi-projective implies separated of finite type [Sta18, Lemma
01VX], so q! preserves compact objects [CD19, Corollary 4.2.12] (the assumption that
S is noetherian can be dropped, see e.g. [Kha21]). Since 1X ∈ SH(X) is compact, it
follows that q!1X is compact as well.

Notation 2.11. Given a set of primes P , let SH(S)[P−1] denote the localization of
SH(S) at the maps p : E → E for all E ∈ SH(S) and p ∈ P . If P = {p}, then we will
write SH(S)[p−1] := SH(S)[P−1]. We denote the localization functor by

LP : SH(S) → SH(S)[P−1].

https://stacks.math.columbia.edu/tag/01VX
https://stacks.math.columbia.edu/tag/01VX
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Since localization simply introduces more morphisms to our category, we can restrict
to compact or strongly dualizable objects to obtain localization maps LP : SH•(S) →
SH•(S)[P−1], where • = ω or rig.

Corollary 2.12. For any set of primes P, there is a unique ring homomorphism

rmot : K0(VarS) → K△
0 (SHω(S)[P−1])

such that rmot([X]) = [q!1X ] for all quasi-projective varieties q : X → S.

Proof. It suffices to construct a ring homomorphism

LP : K△
0 (SHω(S)) → K△

0 (SHω(S)[P−1])

taking the desired values on quasi-projective varieties. On objects, this map is given
by LP([X]) = [LPX]. This is well-defined, as two isomorphic motivic spectra remain
isomorphic after localization. Localization is an exact functor, which implies that LP
preserves:

• exact triangles, so LPX → LPY → LPZ is a (co)fiber sequence in SHω(S)[P−1]
for any (co)fiber sequence X → Y → Z in SHω(S), and

• finite limits, so that LP(X ×S Y ) ∼= LPX ×LPS LPY .

It follows that LP is a ring homomorphism. The localization SHω(S) → SHω(S)[P−1]
is unique up to unique isomorphism by the universal property of localizations, so the
induced map LP on Grothendieck rings is uniquely determined. It now follows from
Lemma 2.9 that

K0(VarS)
rmot−−→ K△

0 (SHω(S))
LP−−→ K△

0 (SHω(S)[P−1])

is uniquely determined. To simplify notation, we will generally conflate rmot and LP ◦
rmot. □

Our next goal is to show that there is a unique Euler characteristic on K△
0 (SHω(S))

that satisfies the expected categorical definition on K△
0 (SHrig(S)). We will begin by

constructing a ring homomorphism K△
0 (SHrig(S)) → End(1S) (as well as localizations

thereof). We will then conclude with results of Riou and Elmanto–Khan [Rio05, EK20],
which equate certain localizations of SHω(k) and SHrig(k).

Lemma 2.13. Let P be a (possibly empty) set of primes. Then the map

χrig : K△
0 (SHrig(S)[P−1]) → EndSH(S)(1S)[P−1]

defined by
χrig([X]) = [1S → X ∧X∨ → X∨ ∧X → 1S]

is a ring homomorphism.
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Proof. Note that EndSH(S)[P−1](1S) ∼= EndSH(S)(1S)[P−1], as the only additional endo-
morphisms in the localized category are precisely the maps p : 1S → 1S. To begin, we
show that χrig is well-defined. If ϕ : X → Y is an isomorphism in SHrig(S)[P−1] (or even
in SH(S)[P−1]), we get an induced isomorphism

ϕ∗ : X∨ := HomS(X,1S)
−◦ϕ−1

−−−−→ HomS(Y,1S) =: Y ∨.

It follows that the diagram

X ∧X∨ X∨ ∧X

1S 1S

Y ∧ Y ∨ Y ∨ ∧ Y

τ

ϕ∧ϕ∗ ϕ∗∧ϕ

evXcoevX

coevY
τ

evY

commutes, where τ is the swap map (i.e. tausch map) and coev denotes coevaluation.
In particular, χrig([X]) is independent of our choice of representative of [X], so the map
χrig is well-defined.

It remains to show that χrig is a ring homomorphism. Since 1
∨
S
∼= 1S, we find that

χrig([1S]) = id1S
, which is the identity element of the ring EndSH(S)(1S)[P−1]. The

additivity of χrig over (co)fiber sequences follows from [May01]. Note that χrig([X]·[Y ]) =
χrig([X ∧Y ]) by definition, so multiplicativity of χrig follows from the multiplicativity of
the Euler characteristic in any symmetric monoidal category. □

Our next goal is to extend this rigid Euler characteristic χrig to a ring homomorphism
K△

0 (SHω(S)[P−1]) → End(1S)[P−1] when S = Spec k and P = {exp(k)}.

Lemma 2.14. Let k be a field of exponential characteristic e. Then there is a unique
ring homomorphism

χω : K△
0 (SHω(k)[e−1]) → GW(k)[e−1]

such that χω([X]) = χrig([X]) for all X ∈ SHrig(S).

Proof. By [BH21, Theorem 10.12], EndSH(k)(1k) ∼= GW(k) for any field k (generalizing
Morel’s result for perfect fields [Mor12, Corollary 1.24]). The lemma now follows from
the fact that SHrig(k)[e−1] = SHω(k)[e−1] when k is a perfect field [Rio05] or in fact any
field [EK20, Theorem 3.2.1]. □

Remark 2.15. Riou further proved that SHω(k) = SHrig(k) for any field k admitting
a weak form of resolution of singularities [Rio05]. For a more detailed account of this
proof, see [RØ08, Theorem 52]. It follows that if resolution of singularities holds over k,
then Lemma 2.14 remains true even without inverting the exponential characteristic.

We can now define a GW(k)[e−1]-valued Euler characteristic that is a motivic measure
over k.
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Definition 2.16. Let k be a field of exponential characteristic e. Define the compactly
supported Euler characteristic over k as the composite

χc := χω ◦ rmot : K0(Vark) → GW(k)[e−1].

Remark 2.17. We will later see that rankχc is always an integer (Proposition 4.1). If
char k ̸= 2, it will follow that the image of χc is always contained in GW(k) ⊆ GW(k)[e−1]
(Corollary 4.3). In light of Corollary 4.3, we may conflate notation and write

χc : K0(Vark) → GW(k)

over any field of odd exponential characteristic. For now, we will continue to specify that
χc lands inside GW(k)[e−1]. However, starting in Section 7, it will become necessary for
us to restrict our study to fields of odd exponential characteristic and think of χc as
taking values in GW(k).

Since we know the value of rmot and χω on quasi-projective varieties, we get a nice
formula for χc on quasi-projective varieties.

Proposition 2.18. The compactly supported Euler characteristic satisfies

χc([X]) = [1k → q!1X ∧ (q!1X)
∨ → (q!1X)

∨ ∧ q!1X → 1k]

for all quasi-projective q : X → Spec k.

Proof. If q : X → Spec k is quasi-projective, then rmot([X]) = [q!1X ] by Lemma 2.9.
After localizing at exp(k), we have q!1X ∈ SHω(k)[e−1] = SHrig(k)[e−1], so Lemmas 2.13
and 2.14 give the desired result. □

Remark 2.19. By construction, χc is uniquely determined by its image on quasi-
projective varieties, which implies that our construction coincides with that of [Azo22,
§2].

When q : X → Spec k is proper, we have a natural isomorphism q! ∼= q∗. It follows that
χc = χcat[e−1] on smooth proper schemes and hence χc = χdR[e−1] on smooth proper
varieties over fields.

Proposition 2.20. If q : X → Spec k is smooth and proper, then χc([X]) = χcat(X)[e−1].

Proof. If q : X → Spec k is smooth and proper, then q!1X := q!q
∗
1k is strongly dualizable

with dual q∗q!1k ≃ Σ∞
P1X+ ∈ SH(k) (see e.g. [Hoy14, §3]). Thus χc([X]) = χcat(X∨)[e−1]

on (infinite suspensions of) smooth proper k-schemes, and we conclude by noting that
χcat(X∨) = χcat(X). □

This gives us the desired connection to the motivic Euler characteristic over fields of
characteristic 0.

Corollary 2.21. Let k be a field of characteristic 0. Then χc = χmot.
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Proof. By [PP22, Theorem 2.10],
χmot : K0(Vark) → GW(k)

is the unique ring homomorphism such that χmot([X]) = χdR(X) for all smooth projec-
tive irreducible varieties X. But any such variety is smooth and proper, so χc([X]) =
χcat(X) = χdR(X) by Proposition 2.20 and Theorem 2.4. Thus

χc : K0(Vark) → End(1k) ∼= GW(k)

is a ring homomorphism such that χc([X]) = χdR(X) for all smooth projective irreducible
varieties X, so χc = χmot. □

Remark 2.22. Recall that the motivic Euler characteristic χmot was called the com-
pactly supported Euler characteristic in [AMBO+22]. Corollary 2.21 justifies calling χc

the compactly supported Euler characteristic. In Section 4, we will see further justifica-
tion for calling χc the compactly supported Euler characteristic.

Alternatively, one could call χc the motivic Euler characteristic, now defined over a more
general base than just fields of characteristic 0. The name motivic Euler characteristic
is justified both by χc being a motivic measure (i.e. a homomorphism out of K0(Vark))
and by its construction via motivic homotopy theory.

In favor of brevity, we will generally use the term motivic rather than compactly sup-
ported.

3. Properties and computations of the motivic Euler characteristic

We will now prove various properties of and formulas for χc, some of which were shown in
characteristic 0 in [PP22]. Most of the formulas in Sections 3.1, 3.2, 3.3, and 4 are either
inspired by computations of χcat by Hoyois [Hoy14] and Levine [Lev20] or are direct
consequences of χc being a motivic measure. In many cases (e.g. whenever all schemes
under consideration are smooth and proper), these formulas follow directly from Hoyois
and Levine. Regardless, we include the proofs in each case for the reader’s convenience.

3.1. Basic properties. We begin by recording a few instances where χc is additive
or multiplicative. Because χc : K0(Vark) → GW(k)[e−1] is a ring homomorphism, the
motivic Euler characteristic inherits nice properties with respect to the additive and
multiplicative structure in K0(Vark).

Proposition 3.1. Let X be a k-scheme, with U ⊂ X an open subscheme. Then χc(X) =
χc(U) + χc(X − U).

Proof. We have the identity [X] = [U ]+[X−U ] in K0(Vark), and χc respects the additive
structure of K0(Vark). □

Proposition 3.2. Let X and Y be k-schemes. Then χc(X ×k Y ) = χc(X) · χc(Y ).

Proof. We have the identity [X ×k Y ] = [X] · [Y ] in K0(Vark), and χc respects the
mutliplicative structure of K0(Vark). □
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As a consequence, we find that χc is multiplicative over any Zariski-locally trivial fiber
bundle.

Corollary 3.3. Let X be a connected k-scheme. Let p : Y → X be a Zariski-locally
trivial fiber bundle with fiber F . Then χc(Y ) = χc(X) · χc(F ).

Proof. This follows from the well-known identity [Y ] = [X] · [F ] in K0(Vark). To verify
this identity, we take a locally closed stratification X =

∐
i Ui such that each p−1(Ui) →

Ui is a trivial fiber bundle. By Proposition 3.2, we have [p−1(Ui)] = [Ui] · [F ]. Now

[Y ] =
∑
i

[p−1(Ui)]

= [F ]
∑
i

[Ui]

= [F ] · [X]. □

Finally, we will prove a few propositions showing that χc is compatible with field exten-
sions. If L/k is a field extension, let χc

k and χc
L denote the motivic Euler characteristic

over k and L, respectively.

Proposition 3.4. Let i : k → L be a field extension, and let i∗ : GW(k)[e−1] →
GW(L)[e−1] be the induced homomorphism on Grothendieck–Witt rings. Given X ∈
Vark, denote the base change XL := X ×Spec k SpecL ∈ VarL. Then i∗χ

c(X) = χc(XL).

Proof. Let π : SpecL → Spec k be the map of schemes induced by i. Then we have the
pullback functor π∗ : SH(k)[e−1] → SH(L)[e−1], which is exact and symmetric monoidal.
Note that EndSH(L)[e−1](1L) ∼= EndSH(L)(1L)[e

−1], as e : 1L → 1L is the only addi-
tional endomorphism introduced by localization. We thus have π∗ : EndSH(k)[e−1](1k) →
EndSH(L)[e−1](1L), which is equivalent to i∗ : GW(k)[e−1] → GW(L)[e−1] by Morel’s
isomorphism EndSH(F )(1F ) ∼= GW(F ).

Let p : X → Spec k and q : XL → SpecL be the structure maps, fitting inside the
cartesian square

XL X

SpecL Spec k.

f

q p

π

The exchange morphism π∗p! → q!f
∗ is an isomorphism by [CD19, Proposition 2.2.14],

since proper base change holds in the stable motivic homotopy category and π is sepa-
rated (being a morphism between affine schemes). Thus the monoidality of f ∗ implies
that π∗p!1X

∼= q!1XL
. In particular, i∗χc

k(X) = χc
L(XL) whenever p : X → Spec k is

quasi-projective. We thus have two ring homomorphisms
χc
L(−L), i∗χ

c
k : K0(Vark) → GW(L)[e−1]

that coincide on quasi-projective varieties. It follows from [CLNS18, Chapter 2, Corollary
2.6.6] that χc

L(−L) = i∗χ
c
k. □
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Given a field extension L/k, we get an induced structure map p : SpecL → Spec k. Given
an L-variety q : X → SpecL, we can thus view X as a k-variety p ◦ q : X → Spec k.
This induces a group (but not ring) homomorphism πL/k : K0(VarL) → K0(Vark).

Proposition 3.5. Let L/k be a finite separable field extension. Then the following
diagram of groups commutes:

K0(VarL) K0(Vark)

GW(L)[e−1] GW(k)[e−1].

πL/k

χc
L χc

k

TrL/k

Proof. Let p : SpecL → Spec k be the structure map, which is étale by our separability
assumption. We have a left adjoint p# : SH(L) → SH(k) to p∗. Given an endomorphism
ω ∈ End(1L), [Hoy14, Proposition 5.2] states that tr(p#ω) = TrL/kω, where tr denotes
the categorical trace. Setting ω = χc

L, we have

TrL/kχ
c
L(X) = [1k → p#q!1X ∧ (p#q!1X)

∨ → (p#q!1X)
∨ ∧ p#q!1X → 1k](3.1)

for every quasi-projective q : X → SpecL. Since p is étale, we have a natural isomor-
phism p# ≃ p!, so p#q!1X

∼= (p ◦ q)!1X . Equation 3.1 thus simplifies to

TrL/kχ
c
L(X) = [1k → (p ◦ q)!1X ∧ ((p ◦ q)!1X)

∨ → ((p ◦ q)!1X)
∨ ∧ (p ◦ q)!1X → 1k],

which is equal to χc
kπL/k(X). We thus have two group homomorphisms

TrL/kχ
c
L, χ

c
kπL/k : K0(VarL) → GW(k)[e−1]

that coincide on quasi-projective varieties. It follows from [CLNS18, Chapter 2, Corollary
2.6.6.] that TrL/kχ

c
L = χc

kπL/k as group homomorphisms. □

3.2. Computations for various schemes. We now compute the motivic Euler char-
acteristic of points, projective spaces, affine spaces, and a few other interesting schemes.

Notation 3.6. Given a positive integer n, let

nε := ⟨1⟩+ ⟨−1⟩+ ⟨1⟩+ · · ·+ ⟨−1⟩n−1︸ ︷︷ ︸
n times

,

which can be considered as an element of GW(k) or GW(k)[e−1]. We also define 0ε := 0.

Proposition 3.7. We have χc(Spec k) = ⟨1⟩ and χc(Pn
k) = (n+ 1)ε.

Proof. Since Spec k and Pn
k are smooth and proper over k, it follows that χc(X) =

χcat(X)[e−1] when X is one of these schemes. The result now follows from [Hoy14,
Example 1.7]. □

As a corollary, we can compute the motivic Euler characteristic of affine space.

Corollary 3.8. We have χc(An
k) = ⟨−1⟩n.
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Figure 1. Gm(R) with compactly supported Euler characteristic −2

Proof. We use the decomposition [Pn
k ] = [An

k ] + [Pn−1
k ] in K0(Vark). By Propositions 3.1

and 3.7, we thus have

χc(An
k) = χc(Pn

k)− χc(Pn−1
k )

= (n+ 1)ε − nε

= ⟨−1⟩n.
Alternatively, one can compute χc(A1

k) = ⟨−1⟩ in this manner and then apply Proposi-
tion 3.2 to An

k =
∏n

i=1A1
k. □

We can now obtain various important classes in GW(k)[e−1] as the motivic Euler char-
acteristic of relatively simple schemes.

Corollary 3.9. Let p1, . . . , pr ∈ An
k(k) be distinct k-rational points. Then χc(An

k −
{p1, . . . , pr}) = ⟨−1⟩n − r⟨1⟩. In particular,

(i) χc(Gm) = ⟨−1⟩ − ⟨1⟩,

(ii) χc(P1
k − {0, 1,∞}) = ⟨−1⟩ − 2⟨1⟩,

(iii) χc(A2m
k − {0}) = 0, and

(iv) χc(A2m
k − {0, 1}) = −⟨1⟩.

Proof. Since p1, . . . , pr are distinct, this follows immediately from Proposition 3.1 after
computing χc(An

k) (Corollary 3.8) and χc(Spec k) (Proposition 3.7). □

Example 3.10. We will later prove that the signature of χc(X) corresponds to the
compactly supported Euler characteristic of the real locus X(R) (see Proposition 4.4).
The real locus of Gm is the affine hyperbola illustrated in Figure 1, which has Euler
characteristic −2 = sign(⟨−1⟩ − ⟨1⟩).

Example 3.11. By Proposition 2.20, we can compute the motivic Euler characteristic
of any smooth proper scheme by computing its categorical Euler characteristic. Here,
we record a few more computations from the literature.
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(i) If L/k is a finite separable field extension, then χc(SpecL) = TrL/k⟨1⟩, where
TrL/k : GW(L)[e−1] → GW(k)[e−1] is induced by the field trace [Hoy14, Theorem
1.9].

(ii) If X is a Brauer–Severi variety of dimension n over k, then χc(X) = (n+1)ε [Lev20,
Examples 2.6]. Note that we generally do not have an equality of [X] and [Pn] in
K0(Vark) [Lit15, Theorem 7], so the computation χc(X) = χc(Pn) shows that the
class [X] − [Pn] lies in kerχc. Since χc is a ring homomorphism, we also find that
χc(P ) = 1, where P ∈ K0(Vark) is the class mentioned in [Lit15, Theorem 7].

(iii) Let Grk(r, n) be the Grassmannian of r-planes in kn. Set nC :=
(
n
r

)
and nR :=(⌊n/2⌋

⌊r/2⌋

)
. Then χc(Grk(r, n)) =

nC+nR
2

⟨1⟩+ nC−nR
2

⟨−1⟩. Indeed, since Grassmannians
are smooth and projective over Z, this follows from [BW23, Theorem 5.11] and the
computations rankχcat(Grk(r, n)) = χ(GrC(r, n)) = nC and signχcat(Grk(r, n)) =
χ(GrR(r, n)) = nR. Alternatively, one can compute χcat(Grk(r, n)) using the cellular
structure of Grk(r, n) (see e.g. [BMP23, Proposition 8.3 and Theorem 8.4]).

Remark 3.12. At this point, we have given enough examples to prove that χc surjects
onto GW(k) when char k ̸= 2. This fact, which we prove in Proposition 7.5, will be
essential to the broader goals of the article, so we postpone its proof until the surjectivity
becomes pertinent.

3.3. Computations for bundles. Thanks to Corollary 3.3, we can compute the mo-
tivic Euler characteristic of vector bundles, projective bundles, and blow ups.

Corollary 3.13. Let V → X be a vector bundle of rank r. Then χc(V ) = ⟨−1⟩r ·χc(X).

Proof. A vector bundle of rank r is Zariski-locally trivial with fiber Ar
k, so the result

follows from Corollaries 3.3 and 3.8. □

We also get a direct computation of the motivic Euler characteristic of projective bundles.

Corollary 3.14. Let V → X be a vector bundle of rank r. Then χc(PV ) = rε · χc(X).

Proof. The projective bundle PV is a Zariski-locally trivial fiber bundle with fibers Pr−1
k ,

so the result follows from Corollary 3.3 and Proposition 3.7. □

Since the exceptional divisor of a blow up along a smooth subscheme is a projective
bundle, the motivic Euler characteristic satisfies a fairly simple formula in this setting:

Proposition 3.15. Let X be a k-scheme. Let Z ⊂ X be an lci closed subscheme of
codimension d. Let X̃ denote the blow up of X along Z. Then

χc(X̃) = χc(X) + ⟨−1⟩ · (d− 1)ε · χc(Z).

In particular, if Z is of codimension 1, then χc(X̃) = χc(X).3

3If Z is reduced of codimension 1, then X̃ ∼= X, which directly implies χc(X̃) = χc(X).
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Proof. Let NZ/X → Z be the normal bundle of Z inside X. Let E = PNZ/X → Z be the
exceptional divisor of X̃, so that X−Z ∼= X̃−E. Since NZ/X has rank d, Proposition 3.1
and Corollary 3.14 thus imply

χc(X)− χc(Z) = χc(X̃)− χc(E)

= χc(X̃)− dε · χc(Z).

We conclude by noting that

dε · χc(Z)− χc(Z) = (dε − ⟨1⟩) · χc(Z)

= ⟨−1⟩ · (d− 1)ε · χc(Z). □

4. Recovering the étale Euler characteristic with compact support

An essential feature of the categorical Euler characteristic χcat : SHrig(S) → End(1S)
is its connection to the étale Euler characteristic. When S is a subfield of C, we have
rankχcat(Σ∞

P1X+) = χ(X(C)an). If S is a subfield of R, we also have signχcat(Σ∞
P1X+) =

χ(X(R)an). That is, the rank and signature of the categorical Euler characteristic of a
smooth scheme are given by the singular Euler characteristic of its complex and real loci,
respectively [Lev20, Remarks 2.3 (1)].

Over any field of characteristic not 2 the rank of χcat is equal to the étale Euler char-
acteristic [Lev20, Section 1]. In this subsection, we will expand on Levine’s remarks in
loc. cit. to show that the rank of χc is equal to the étale Euler characteristic with compact
support. This will imply that the image of χc is contained in GW(k) ⊆ GW(k)[e−1] (see
Corollary 4.3).

Proposition 4.1. Let k be a field of characteristic not 2. Let ℓ be a prime that not equal
to char k. If X is a k-variety, then rankχc([X]) = χét(X), where χét is the étale Euler
characteristic with compact support:

(4.1) χét(X) :=
∑
i

(−1)i dimHi
c(Xksep ;Qℓ).

In particular, we obtain a ring homomorphism rankχc : K0(Vark) → Z.

Proof. The proof is essentially identical to Levine’s argument for rankχcat given in
[Lev20, Section 1]. We will expand on the details for the reader’s convenience. Let
q : X → Spec k be a quasi-projective k-variety. Let Db

c(−,Qℓ) denote the derived cat-
egory of constructible sheaves with Qℓ-coefficients. For any prime ℓ not equal to e, the
ℓ-adic realization functor rℓ : SH(k)[e

−1] → DM(k)[e−1] → Db
c(k,Qℓ) sends the motivic

spectrum q!1X ∈ SH(k)[e−1] to the complex q!Qℓ,X ∈ Db
c(k,Qℓ). The key point is that

the complex q!Qℓ,X = q!q
∗Qℓ represents ℓ-adic cohomology with compact supports (see

e.g. [Del77, Théorème (5.4)], or [Gal21, §1.4] for a modern survey).

Now we apply the previous discussion to the base change q̄ : Xksep → Spec ksep to the
separable closure to see that q̄!Qℓ,Xksep

∈ Db
c(k

sep,Qℓ) represents H•
c(Xksep ;Qℓ) and so

the categorical trace tr(idq̄!Qℓ,X
) is the alternating sum χét(X) in Equation 4.1. On the

other hand, we can identify the map rank with the base extension map i∗ : GW(k) →
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GW(ksep) ∼= Z, as ksep is quadratically closed when char k ̸= 2. By Proposition 3.4, we
have rankχc(X) = χc(Xksep) and by Proposition 2.18, χc(Xsep

k ) = tr(idq̄!1Xksep
).

Now note that the ℓ-adic realization functor rℓ induces a canonical map GW(ksep)[e−1] →
EndDb

c(k
sep,Qℓ)(Qℓ) = Qℓ which may be identified with the inclusion Z[e−1] → Qℓ. More-

over, categorical traces are compatible with symmetric monoidal functors, so under this
inclusion tr(idq̄!1Xksep

) gets identified with tr(idq̄!Qℓ,X
). Thus rankχc(X) = χét(X) as

required.

Next, we note that both rankχc and χét induce ring homomorphisms

rankχc, χét : K0(Vark) → Z[e−1].

We have proved that these two ring homomorphisms agree on quasi-projective varieties,
so rankχc = χét by [CLNS18, Chapter 2, Corollary 2.6.6].

The compactly supported ℓ-adic Euler characteristic of any k-variety is a sum of integers,
so rankχc([X]) ∈ Z for any k-variety X. Since K0(Vark) is generated as a ring by classes
of k-varieties, the image of rankχc is generated by its value on classes of k-varieties. In
particular, rankχc(M) ∈ Z for any M ∈ K0(Vark). □

Remark 4.2. If k ⊆ C, the Betti realization functor

reC : SH(C) → SH

Σ∞
P1X+ 7→ Σ∞X(C)+

sends the map of varieties q : X → Spec k to the map q(C) : X(C) → {pt} of topological
spaces. Singular cohomology with compact supports of X is represented by the functor
q(C)!, so we find that reC sends χc(XC) to the compactly supported Euler characteristic
of the topological space X(C). Together with the observation that

reC : GW(C) ∼= EndSH(C)(1C) → EndSH(S) ∼= Z

is the rank homomorphism (cf. [Lev20, Remarks 2.3 (1)]), we get a slightly different
version of Proposition 4.1 in this context.

Because rankχc is Z-valued, we can deduce that χc is GW(k)-valued when char k ̸= 2.

Corollary 4.3. If k is a field with odd exponential characteristic e, then the image of
χc : K0(Vark) → GW(k)[e−1] is contained in GW(k) ⊆ GW(k)[e−1].

Proof. This follows from the discussion in [Lev20, Remarks 2.1 (2)], which we briefly
explain here. When char k ̸= 2, the map GW(k) → GW(k)[e−1] is injective, fitting into
the bi-cartesian commutative diagram

GW(k) GW(k)[e−1]

Z Z[e−1].

rank rank
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Since the image of rankχc is contained in Z ⊆ Z[e−1], this implies that the image of χc

is contained in GW(k) ⊆ GW(k)[e−1]. □

As one might hope, the signature of χc recovers the compactly supported Euler charac-
teristic of the real locus.

Proposition 4.4. Let k be a field admitting an embedding σ : k → R. If X is a
k-variety, then signσ χ

c([X]) = χt(Xσ(R)), where χt is the Euler characteristic with
compact support for topological spaces, Xσ(R) is the real locus of X under the embedding
σ, and signσ is the signature with respect to the embedding σ.

Proof. The real embedding σ : k → R induces a base change functor4 σ∗ : SH(k) →
SH(R), which is symmetric monoidal. There is a real Betti realization functor

reR : SH(R) → SH

Σ∞
P1X+ 7→ Σ∞X(R)+.

Using the same argument outlined in Remark 4.2, the composite reR ◦ σ∗ sends χc(X)
to χt(Xσ(R)). Because σ∗ is monoidal, the real embedding induces σ∗ : EndSH(k)(1k) →
EndSH(R)(1R), which is the homomorphism GW(k) → GW(R) used to compute signσ.
We will thus have the desired result as soon as we know that

reR : GW(R) ∼= EndSH(R)(1R) → EndSH(S) ∼= Z
is the signature homomorphism. This is an observation of Morel, recorded in [Lev20,
Remarks 2.3 (1)]: the automorphism [x : y] 7→ [x : ±y] of P1

k corresponds to ⟨±1⟩ ∈
GW(k) under Morel’s degree map, and the real realization of this automorphism is the
map

S1 7→ S1

θ 7→ ±θ,

which has Brouwer degree ±1. Thus reR induces the map
GW(R) → Z

⟨±1⟩ 7→ ±1,

which is the signature homomorphism. □

Remark 4.5. A key observation of Pajwani–Pál is that in characteristic 0, the discrimi-
nant of χc recovers Saito’s determinant of ℓ-adic cohomology, appropriately scaled [PP22,
Theorem 2.27]. This follows from work of Saito (see e.g. [Sai94, Sai97, Sai12, Ter18]).

The necessary results of Saito are known for smooth proper varieties, whose classes gen-
erate K0(Vark) in characteristic 0. In positive characteristic, one would need analogous
results for all quasi-projective varieties (which may be assumed to be smooth if one works
over a perfect field and inverts e.). Alternatively, one could search for a realization func-
tor sending the trace tr(idq!1X

) to the determinant of the complex represented by q!1X .
Potentially relevant articles in this direction include [Bei07, Bre11, MTW15].

4Here, we conflate notation and also write σ : SpecR → Spec k.
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Remark 4.6. There are many other invariants of quadratic forms beyond rank, signa-
ture, and discriminant. Taking any such invariant of χc(X) gives an invariant of X, and
one can ask whether such an invariant already occurs in the literature. For example, if
k is a number field, then the Hasse–Witt invariants of χc(X) have likely been studied
previously in some guise.

5. Modifications of K0(Vark)

There are various ways that K0(Vark) can be modified. For example, one can invert
universal homeomorphisms, localize at [A1

k], complete with respect to the dimension
filtration, or localize at a topology finer than the Zariski topology. In this section, we
will discuss a few modifications of K0(Vark) through which χc factors.

5.1. Inverting universal homeomorphisms. In positive characteristic, the lack of
resolution of singularities poses a problem for many arguments that we might hope to
make. A common workaround is to invert those maps that might prevent an alteration,
which exist over any field, from being a resolution of singularities. To this end, we
will recall a certain modification of the Grothendieck ring of varieties and show that χc

factors through this modification.

Definition 5.1. A morphism f : X → Y is called a universal homeomorphism if fY ′ :
X ×Y Y ′ → Y ′ is a homeomorphism (of underlying topological spaces) for every scheme
Y ′ → Y . Equivalently, f is integral, surjective, and universally injective, i.e. f |X(K) :
X(K) → Y (K) is injective for every field K.

Definition 5.2. Let S be a scheme. Let

IuhS := ([X]− [Y ] : ∃ universal homeomorphism f : X → Y )

be the ideal in K0(VarS) generated by differences of classes of universally homeomorphic
S-varieties. Define the Grothendieck ring of S-varieties up to universal homeomorphism
as the quotient Kuh

0 (VarS) := K0(VarS)/I
uh
S .

See [CLNS18, Chapter 2, §4] for more details on Kuh
0 (VarS). In characteristic 0, the ideal

IuhS is trivial, so that Kuh
0 (VarS) ∼= K0(VarS) [CLNS18, Chapter 2, Corollary 4.4.7]. It is

unknown whether Iuhk = (0) when char k > 0, but the following lemma and its corollary
will be useful for us.

Lemma 5.3. Let S be a noetherian scheme. Let P denote the set of primes not invertible
in OS. Let LP : K△

0 (SHω(S)) → K△
0 (SHω(S)[P−1]) denote localization at the set of

non-invertible primes. Then LP ◦ rmot : K0(VarS) → K△
0 (SHω(S)[P−1]) factors through

Kuh
0 (VarS).

Proof. By Lemma 2.9, it suffices to prove that if p : X → S and q : Y → S are
quasi-projective varieties that are universally homeomorphic, then [p!1X ] = [q!1Y ] in
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K△
0 (SHω(S)[P−1]). Let f : X → Y be a universal homeomorphism, so that we have a

commutative triangle
X Y.

S

f

p q

Any prime not invertible in OX must be contained in P , so [EK20, Proof of Theorem
2.1.1] implies that the unit id → f∗f

∗ of the adjunction

f ∗ : SH(Y )[P−1] ⇄ SH(X)[P−1] : f∗

is invertible. In particular, q!1Y
∼= q!f∗f

∗
1Y . Since f ∗ is monoidal, this implies that

q!1Y
∼= q!f∗1X . If f were proper, then f∗ ≃ f!. We would then have q!f∗1X

∼= q!f!1X
∼=

p!1X and hence q!1Y
∼= p!1X . This would immediately imply that [p!1X ] = [q!1Y ] in

K△
0 (SHω(S)[P−1]).

It thus remains to show that a universal homeomorphism between quasi-projective
schemes is proper. By [Sta18, Lemma 01VX] and [Sta18, Lemma 01T8], any morphism
between quasi-projective schemes is locally of finite type. By [Sta18, Lemma 04DE]
a universal homeomorphism is affine and in particular quasi-compact and separated.
Finally, it is universally closed by definition so it is proper. □

Corollary 5.4. Let k be a field. Then χc factors through Kuh
0 (Vark).

Proof. If char k = 0, then K0(Vark) ∼= Kuh
0 (Vark) and there is nothing to show. Other-

wise P = {char k}. Since χc = χω ◦ Le ◦ rmot, the result follows from Lemma 5.3. □

Remark 5.5. Corollary 5.4 implies that various results in [PRV24] extend from charac-
teristic 0 to all odd characteristics.

5.2. Localization at the Lefschetz motive. We now show that χc is insensitive to
localization at [A1

k] [CLNS18, Chapter 2, §4.2].

Definition 5.6. Let S be a scheme. Let LS := [A1
S] ∈ K0(VarS), which is called the

Lefschetz motive. Let MS := K0(VarS)[L−1
S ].

Proposition 5.7. Let k be a field. Then χc factors through Mk.

Proof. By the universal property of Mk, it suffices to verify that χc(Lk) is invertible in
GW(k)[e−1] [CLNS18, Paragraph (4.2.1)]. We have computed χc(Lk) = ⟨−1⟩ (Corol-
lary 3.8), which has multiplicative inverse ⟨−1⟩. □

Note that we can similarly localize the Grothendieck ring up to universal homeomor-
phisms as well.

Definition 5.8. Let S be a scheme. Let Luh
S := [A1

S] ∈ Kuh
0 (VarS). We can then define

Muh
S := Kuh

0 (VarS)[(Luh
S )−1].

https://stacks.math.columbia.edu/tag/01VX
https://stacks.math.columbia.edu/tag/01T8
https://stacks.math.columbia.edu/tag/04DE
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Proposition 5.9. Let k be a field. Then χc factors through Muh
k .

Proof. We have already seen that χc factors through Kuh
0 (Vark) (Corollary 5.4) and

through Mk (Proposition 5.7). It thus suffices to note that the following diagram

(5.1)
K0(Vark) Kuh

0 (Vark)

Mk Muh
k

−/Iuhk

L−1
k

(Luh
k )−1

−/Iuhk

is a pushout, since this is a diagram of commutative rings and localization commutes with
quotients for commutative rings. Thus there exists a unique dashed arrow completing
the following diagram:

(5.2)

K0(Vark) Kuh
0 (Vark)

Mk Muh
k

GW(k)[e−1].

Corollary 5.4

Proposition 5.7

Diagram 5.2 commutes, and hence χc factors through Muh
k . □

5.3. Topological localization. As mentioned in the proof of Corollary 3.3, classes in
K0(Vark) factor over Zariski-locally trivial fiber bundles. Given a topology τ finer than
the Zariski topology, one can impose multiplicativity over τ -locally trivial fiber bundles
to obtain the quotient ring Kτ

0 (Vark). One can then ask whether a motivic measure
factors through Kτ

0 (Vark).

Definition 5.10. Let τ be a Grothendieck topology on Vark. A finite type morphism
f : Y → X is called a τ -locally trivial fiber bundle with fiber F if there exist a τ covering
{pi : Ui → X}i∈I and isomorphisms of Ui-schemes Y ×X Ui

∼= F ×k Ui for all i ∈ I.

Now consider the ideal Iτ ⊂ K0(Vark) generated by classes of the form [E] − [F ] ·
[B], where E → B is a τ -locally trivial fiber bundle with fiber F . Define the τ local
Grothendieck ring of varieties as the quotient

Kτ
0 (Vark) := K0(Vark)/I

τ .

A motivic measure that factors through Kτ
0 (Vark) is said to be τ local.

The étale topology drastically culls classes in K0(Vark). Indeed, the étale Euler char-
acteristic induces an isomorphism K ét

0 (Vark) → Z in characteristic 0 (see e.g. [Shi17]).
In particular, if a motivic measure µ is strictly more interesting than the étale Euler
characteristic, then µ should not be étale local. The motivic Euler characteristic is an
example of such a motivic measure.
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Proposition 5.11. Let k be a field of characteristic 0. Assume that k is not quadratically
closed. Then χc does not factor through K ét

0 (Vark).

Proof. We will later prove that χc surjects onto GW(k) (Proposition 7.5), which surjects
onto but is not isomorphic to Z whenever k is not quadratically closed. In particular, χc

cannot factor through K ét
0 (Vark)

∼= Z. □

Sitting between the Zariski and étale topologies is the Nisnevich topology, which is
built from étale covers that induce isomorphisms on residue fields of points. Recall
that the unstable motivic homotopy category consists of A1-local Nisnevich sheaves on
smooth schemes, and that χc factors through the Grothendieck ring of the stable motivic
homotopy category. It is therefore unsurprising that χc is Nisnevich local. However, it
turns out that all motivic measures are Nisnevich local.

Proposition 5.12. Let Nis denote the Nisnevich topology. There is a ring isomorphism
K0(Vark) ∼= KNis

0 (Vark), so any motivic measure is Nisnevich local.

Proof. Let f : E → B be a Nisnevich-locally trivial fibration with fiber F . We will show
that [E] = [F ] · [B] in K0(Vark), which will yield the claimed ring isomorphism. Finite
type schemes over a field are noetherian,5 so B has finitely many irreducible components
B1, . . . , Bn. When a scheme has finitely many irreducible components, these components
are pairwise disjoint and hence [B] = [B1] + . . . + [Bn]. Since χc is additive, we may
therefore assume that B is irreducible. Let ηB denote the generic point of B.

Let U := {pi : Ui → B}i∈I be a Nisnevich cover that trivializes f . Nisnevich covers are
jointly surjective on all (not just closed) points, so there exists (p, U) ∈ U with p−1(ηB) ∈
U . In particular, there exists an irreducible component V of U with generic point ηV
such that p induces an isomorphism k(ηV ) ∼= k(ηB). In other words, p|V : V → B is a
birational morphism.

By further restricting p|V to the open locus of definition, there exist non-empty open
subschemes V ′ ⊆ V and B′ ⊆ B such that p|V ′ : V ′ → B′ is an isomorphism. Since f
is trivial over U by assumption and V ′ ⊂ U is an open immersion, we have E ×B V ′ ∼=
F ×k V ′. Since V ′ ∼= B′ as k-schemes, we thus have E ×B B′ ∼= F ×k B′. Thus
[f−1(B′)] = [F ] · [B′]. Since B′ is a non-empty open subset of B, the complement
B1 := B\B′ is a proper closed subscheme of B. Then [E] = [f−1(B′)]+[f−1(B1)] and the
restriction of U to B1 gives a Nisnevich cover which trivializes f . Thus we may repeat the
argument on B1 to obtain a non-empty open B′

1 ⊂ B1 with [f−1(B′
1)] = [F ] · [B′

1] and set
B2 = B1 \B′

1 and repeat. Continuing in this way, we get a decreasing sequence of closed
subschemes . . . ⊂ Bm+1 ⊂ Bm ⊂ . . . ⊂ B0 = B with complements B′

m = Bm \ Bm+1

(where we set B′ =: B′
0) such that [f−1(B′

m)] = [F ] · [B′
m]. Since B is noetherian, this

chain must terminate with B′
N = BN for some N ≫ 0 and so

[E] =
N∑

m=0

[f−1(B′
m)] = [F ] ·

N∑
m=0

[B′
m] = [F ] · [B]. □

5By convention, VarS is the category of S-varieties of finite presentation, which implies finite type.
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Finer than the Nisnevich topology (but incomparable to the étale topology) is the cdh
topology. This is obtained from the Nisnevich topology by adding in covers {p : Y →
X, i : Z → X}, where p is proper, i is a closed immersion,

(5.3)
E Y

Z X

p

i

is a Cartesian diagram, and Y − E ∼= X − Z. Diagram 5.3 is called an abstract blow
up square. Since [E] = [Y ] + [Z] − [X] ∈ K0(Vark) for any abstract blow up square, it
follows that K0(Vark) cannot distinguish between the Nisnevich and cdh topologies.

Proposition 5.13. There is a ring isomorphism KNis
0 (Vark) ∼= Kcdh

0 (Vark), so any
motivic measure is cdh local.

Proof. By [Kui23, Proposition 7.10], the ring K0(Vark) can be obtained using proper
varieties as generators and abstract blow up squares as relations. Since every cover in
the cdh topology is either an abstract blow up square or a Nisnevich cover, we find that
KNis

0 (Vark) ∼= Kcdh
0 (Vark). The fact that any motivic measure is cdh local now follows

from Proposition 5.12. □

Remark 5.14. After a suitable stratification, Xn → SymnX is étale-locally trivial,
but this only tells us that rankχc(SymnX) = 0 if rankχc(X) = 0. In order to attack
Conjecture 1.1, one might hope to find a coarser topology in which Xn → SymnX is
locally trivial (after a suitable stratification). Since χc factors through KNis

0 (Vark), the
Nisnevich topology is the first place to look.

Unfortunately, Xn → SymnX (for n ≥ 2) is not Nisnevich-locally trivial after any strat-
ification. Indeed, over the open stratum of SymnX parametrizing reduced subschemes
of length n, the map Xn → SymnX restricts to a degree n! étale cover with irreducible
source. This yields non-trivial extensions of residue fields, which prevents the étale-
locally trivial fiber bundle from being Nisnevich-locally trivial. This same issue arises
with any completely decomposed topology, such as the cdh topology.

6. A power structure on K0(Vark)

A key input for Beauville’s proof of the Yau–Zaslow formula [Bea99] is Göttsche’s for-
mula, which implies that for a smooth complex surface X, the generating series of the Eu-
ler characteristics of the Hilbert schemes HilbnX is given by

∏
i≥1(1−ti)−χ(X). The power

structure on K0(VarC) [GZLMH04] enables one to give a very natural proof of Göttsche’s
formula. This power structure allows one to make sense of (and prove [GZLMH06]) the
expression ∑

g≥0

[HilbgX] · tg = (
∑
m≥0

[Hilbm
0 (Ad)] · tm)[X]

in K0(VarC), where d is any smooth quasi-projective variety of dimension d. Furthermore,
the Euler characteristic with compact supports is compatible with this exponentiation,
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so that ∑
g≥0

χ(HilbgX) · tg = (
∑
m≥0

χ(Hilbm
0 (Ad)) · tm)χ(X).

The key to proving this equality is that the Euler characteristic with compact support
induces a surjective ring homomorphism χ : K0(VarC) → Z that respects the power
structure on the source and target. Our ultimate goal for the next few sections is to show
that over any field k with char k ̸= 2, there is a power structure on GW(k) (assuming
Conjecture 1.1) that is compatible with a power structure on K0(Vark) and the motivic
Euler characteristic χc. This will enable us to prove, conditional on Conjecture 1.1, an
enriched Göttsche formula en route to the arithmetic Yau–Zaslow formula.

To begin, we will provide some exposition around the details of [GZLMH04]. Rather
than restricting our attention to C, we will work over an arbitrary field, addressing
any positive characteristic anomalies that might arise. Many of these details in arbi-
trary characteristic are present in [GZLMH06, GZLMH13] under the added assumption
that k is algebraically closed, but we include and expand on them here for the reader’s
convenience.

Definition 6.1. Let R be a ring. Let 1+ t ·R[[t]] denote the (multiplicatively closed) set
of formal power series of the form 1 +

∑∞
i=1 ait

i with ai ∈ R. A power structure on R is
a function

(1 + t ·R[[t]])×R → 1 + t ·R[[t]],

denoted by (A(t), r) 7→ A(t)r, satisfying the following properties for all A(t), B(t) ∈
1 + t ·R[[t]] and r, s ∈ R:

(i) A(t)0 = 1.

(ii) A(t)1 = A(t).

(iii) (A(t) ·B(t))r = A(t)r ·B(t)r.

(iv) A(t)r+s = A(t)r · A(t)s.

(v) A(t)rs = (A(t)r)s.

(vi) (1 + t)r = 1 + rt+ o(t2).

(vii) A(ti)r = A(t)r|t7→ti for all i ≥ 1.

Example 6.2. When R = Z, the usual exponentiation of power series determines a
power structure on Z. In fact, Gusein-Zade–Luengo–Melle-Hernández use this power
structure to guide their construction of the power structure on K0(VarC) [GZLMH04,
p. 50]. Let r ∈ Z and 1+

∑∞
i=1 ait

i ∈ 1+ t ·Z[[t]]. Inducting on the multinomial theorem,
we find that for r ≥ 0,(

1 +
∞∑
i=1

ait
i

)r

= 1 +
∞∑
n=1

 ∑
b1,...,bn≥0;∑

i ibi=n

(
r

b1, . . . , bn, r −
∑

i bi

) n∏
i=1

abii

 tn,(6.1)
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where each
(

r
b1,...,bn,r−

∑
i bi

)
=

r(r−1)···(r−
∑

i bi+1)

b1!···bn! is a multinomial coefficient. Note that for
the degree n term, we only need to consider the multinomial theorem for (1 + a1t +
. . . + ant

n)r, since all remaining terms will have degree strictly greater than n. For
−r < 0, we set A(t)−r := 1

A(t)r
. One can check by induction on polynomial division that

A(t)−r ∈ 1 + t · Z[[t]].

We now want to adapt Equation 6.1 to R = K0(Vark), where k is an arbitrary field.
Since ai, r ∈ R, these should be replaced with isomorphism classes of quasi-projective
varieties [Ai], [X] ∈ K0(Vark). If we continue to view bi as integers, a natural replacement
of abii is the product variety Abi

i . The real work comes from correctly interpreting the
multinomial coefficient

(
X

b1,...,bn,X−
∑

i bi

)
. Over an algebraically closed field, this should

be a variety whose Euler characteristic is
(

χ(X)
b1,...,bn,χ(X)−

∑
i bi

)
. Such a variety is given by

(
∏n

i=1X
bi−∆)/

∏n
i=1 Sbi , where the big diagonal ∆ is the union of the pairwise diagonals

in
∏

i X
bi . For an example of this computation in a concrete case, see e.g. [dC00].

Based on these observations, one is led to propose the following power structure on iso-
morphism classes of quasi-projective varieties (i.e. the Grothendieck semiring of effective
classes).

Definition 6.3. Let k be an arbitrary field. Let X and A1, A2, . . . be quasi-projective
varieties over k. Let A(t) := 1 +

∑
i[Ai]t

i ∈ 1 + t ·K0(Vark)[[t]]. Define

µeff(A(t), [X]) := 1 +
∞∑
n=1

 ∑
b1,...,bn≥0;∑

i ibi=n

[
((
∏n

i=1X
bi)−∆)×

∏n
i=1 A

bi
i∏n

i=1 Sbi

] tn,

where ∆ is the union of the pairwise diagonals in
∏

iX
bi and Sbi acts by permuting the

bi factors in
∏

i X
bi −∆ and Abi

i .

Remark 6.4. Over an algebraically closed field, one can describe ∆ as the set of points
in
∏

iX
bi with at least two coinciding coordinates. Over an arbitrary field, we no longer

have a clean description of ∆ as the boundary of a configuration space, so we instead
construct ∆ in terms of the various diagonal morphisms.

Note that µ0 satisfies the criteria of Definition 6.1, at least when the exponents involved
are classes of quasi-projective varieties. In order to turn µeff into a genuine power struc-
ture, it thus suffices to define µeff when the exponent is a general element of K0(Vark).

Rather than explicitly extending the definition of µeff , we will define (1− t)−[X] for every
quasi-projective variety X. By [GZLMH06, Proposition 1], defining the power series
(1− t)−[X] for all quasi-projective varieties X uniquely determines a power structure on
K0(Vark). We start with a definition.
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Definition 6.5. Let n ≥ 1, and let X be a quasi-projective variety over a field k. Define

Symn
∆X :=

∐
a1,...,an≥0∑

i iai=n

((
n∏

i=1

Xai −∆

)
/

n∏
i=1

Sai

)
,

where ∆ is the union of the pairwise diagonals in
∏

i X
ai .

Lemma 6.6. For each quasi-projective variety X, define

µ0(1− t,−[X]) := 1 +
∞∑
n=1

[Symn
∆X] · tn.

Then µ0 determines a power structure on K0(Vark) (which we also denote by µ0), and
µ0(A(t), [X]) = µeff(A(t), [X]) for every quasi-projective variety X.

Proof. That µ0 determines a power structure on K0(Vark) follows from [GZLMH06,
Proposition 1]. Since µ0 is a power structure, we have

µ0

(
1 +

∑
n≥1

tn, [X]

)
= µ0((1− t)−1, [X])

= µ0(1− t,−[X]),

and µ0(1− t,−[X]) = µeff(1 +
∑

n≥1 t
n, [X]) by construction. Thus µ0 and µeff agree on

pairs of the form (1−t,−[X]), so these two formulas determine the same power structure
by [GZLMH06, Proposition 1]. □

6.1. A power structure on Kuh
0 (Vark). Since χc is insensitive to universal homeomor-

phisms, it would suffice for our purposes to work with a power structure on Kuh
0 (Vark).

Analogous to Lemma 6.6, we can define a power structure µuh
0 on Kuh

0 (Vark) by specifying

µuh
0 (1− t,−[X]) := 1 +

∞∑
n=1

[Symn
∆X] · tn

for each quasi-projective variety X. If we replace Symn
∆X by a scheme Yn such that

[Symn
∆X] = [Yn] in Kuh

0 (Vark), then the formula

µ(1− t,−[X]) := 1 +
∞∑
n=1

[Yn] · tn

determines the same power structure on Kuh
0 (Vark) as µuh

0 . We list a few universally
homeomorphic replacements of [Symn

∆X] below.

Proposition 6.7. Let X be a quasi-projective variety over a field k. For each n ≥ 1,
the classes in Kuh

0 (Vark) of the following k-schemes are equal:

(i) Symn
∆X.

(ii) SymnX.
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(iii) The scheme of degree n divided powers of X.

Proof. The symmetric power and divided power schemes are universally homeomorphic
by [Ryd08, Paper III], so it suffices to consider Symn

∆X and SymnX. This is explained
in the proof of [CLNS18, Chapter 7, Proposition 1.1.11], but we will include the relevant
details here.

The stratification of SymnX into orbit types (see e.g. [Göt01, dCM02]) gives us an
equality

SymnX =
∐

λ∈P(n)

SymλX,

where P(n) is the set of partitions of n. Given λ = (λ1, . . . , λm) (so that n =
∑m

i=1 λi),
the closed points of the stratum SymλX are 0-cycles

∑
i λi[xi], with x1, . . . , xm distinct

closed points of X. Let ∆ ⊂ Xm denote the diagonal consisting of m-tuples of points in
which at least two coincide. Let Sλ ≤ Sm denote the subgroup consisting of permutations
σ such that λσ(i) = λi for all 1 ≤ i ≤ m. This group acts freely on Xm − ∆, and the
morphism

Xm −∆ → SymλX

(x1, . . . , xm) 7→
m∑
i=1

λi[xi]

factors through the quotient Xm−∆ → (Xm−∆)/Sλ. The induced map (Xm−∆)/Sλ →
SymλX is finite, surjective, and a bijection on geometric points, which implies that
(Xm −∆)/Sλ → SymλX is a universal homeomorphism.

For our partition λ, let ai denote the number of terms λj such that λj = i (so that
n =

∑n
i=1 iai and m =

∑n
i=1 ai). Let

∏n
i=1X

ai − ∆, where ∆ is again the diagonal
consisting of m-tuples of points in which at least two coincide. The action of

∏
i Sai on∏

i X
ai−∆ assigns the same weight λi to the points in the ai-tuple coming from Xai−∆;

this is identical to the action of Sλ on Xm −∆. In particular, we have an isomorphism

(Xm −∆)/Sλ
∼=

(
n∏

i=1

Xai −∆

)
/

n∏
i=1

Sai ,

the latter terms being the strata of Symn
∆X. Thus

[SymnX] =
∑

λ∈P(n)

[Symn
λX]

=
∑

λ∈P(n)

[(Xm −∆)/Sλ]

=
∑

λ∈P(n)

[(
n∏

i=1

Xai −∆

)
/

n∏
i=1

Sai

]
= [Symn

∆X]

in Kuh
0 (Vark), as desired. □
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7. A conjectural power structure on GW(k)

Recall over a field k of characteristic not 2, the motivic Euler characteristic is a ring
homomorphism χc : K0(Vark) → GW(k) (see Remark 2.17). In the complex setting,
Göttsche’s formula arises from the compatibility of the Euler characteristic (with com-
pact support) χ : K0(VarC) → Z with the standard power structure on Z and Gusein-
Zad–Luengo–Melli-Hernández’s power structure on K0(VarC).

We have given an analogous Euler characteristic χc and recounted a power structure on
K0(Vark). Over any field k with char k ̸= 2 (and conditional on Conjecture 1.1), we will
use these constructions to induce a power structure on GW(k) such that

χc(A(t)M) = χc(A(t))χ
c(M)

for all M ∈ K0(Vark) and A(t) ∈ 1 + t · K0(Vark)[[t]]. The reason that we assume
char k ̸= 2 is so that the motivic Euler characteristic is a ring homomorphism χc :
K0(Vark) → GW(k) (see Corollary 4.3). In Proposition 7.5, we will prove that χc surjects
onto GW(k). The next subsection will explain the role of surjective ring homomorphisms
with respect to power structures.

7.1. Pre-power structures. Recall that a power structure on a ring R is a function
(1+ t ·R[[t]])×R → 1+ t ·R[[t]] that satisfies the formal properties usually associated with
exponentiation (see Definition 6.1). Rather than defining the values of such a function
for each f(t) ∈ 1+t·R[[t]], it will be convenient to work with a simpler subset of 1+t·R[[t]].
This leads us to the notion of a pre-power structure.

Definition 7.1. Let R be a ring. Let SR := {1− ti : i ≥ 0} ⊂ 1 + t ·R[[t]]. A pre-power
structure on R is a function

SR ×R → 1 + t ·R[[t]],

denoted by ((1− ti), r) 7→ (1− ti)r, satisfying the following properties for all r, s ∈ R:

(i) (1− t)−1 =
∑∞

i=0 t
i.

(ii) (1− t)−a = 1 + at+ o(t2).

(iii) (1− t)−(a+b) = (1− t)−a · (1− t)−b.

(iv) If (1− t)a = f(t), then (1− ti)a = f(ti) for all i ≥ 1.

Note that any power structure restricts to a pre-power structure.

Proposition 7.2. Let R be a ring with a power structure µ : (1+t·R[[t]])×R → 1+t·R[[t]].
Then µ|SR×R is a pre-power structure on R.

Proof. Properties (ii), (iii), and (iv) of Definition 7.1 are special cases of properties (vi),
(iv), and (vii), respectively, of Definition 6.1. To deduce property (i) of Definition 7.1,
note that

1 = (1− t)0

= (1− t)1(1− t)−1.
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We can thus derive the formula (1 − t)−1 =
∑∞

i=0 t
i by inductively computing 1 =

(1− t)(
∑∞

i=0 t
i). □

The benefits of working with a pre-power structure are twofold: a pre-power structure
uniquely extends to a power structure [GZLMH06, Proposition 1], and a ring homomor-
phism φ : R1 → R2 respects given power structures µi on Ri if and only if φ respects the
pre-power structures µi|SRi

×Ri
[GZLMH06, Proposition 2]. In the following lemma, we

will utilize these results to show when a surjective ring homomorphism sends a power
structure on the source to a compatible power structure on the target.

Before stating the lemma, recall that a ring homomorphism φ : R1 → R2 induces a ring
homomorphism R1[[t]] → R2[[t]]. The ring structure on Ri[[t]] is given by formal addition
and multiplication of power series, with the ring structure on Ri governing the addition
and multiplication of coefficients.

Notation 7.3. Let φ : R1 → R2 be a ring homomorphism. Let 1 + t · kerφ[[t]] denote
the subset of 1+ t ·R1[[t]] consisting of power series whose positive degree coefficients are
all elements of kerφ ⊆ R1. Note that 1+ t · kerφ[[t]] is a multiplicatively closed set, as φ
is a ring homomorphism and all positive degree coefficients in a product of elements of
1 + t · kerφ[[t]] consist of sums of products of elements of kerφ.

Lemma 7.4. Let φ : R1 → R2 be a surjective ring homomorphism. Let µ1 be a power
structure on R1. Assume that µ1(1− t, r) ∈ 1 + t · kerφ[[t]] for all r ∈ kerφ. Then there
exists a unique power structure µ2 on R2 such that φ(µ1(A(t), r)) = µ2(φ(A(t)), φ(r))
for all A(t) ∈ 1 + t ·R1[[t]] and r ∈ R1.

Proof. Since φ is surjective, φ−1(s) is non-empty for each s ∈ R2. We begin by defining
µ2(1 − ti, s) := φ(µ1(1 − ti, φ−1(s))) for each i ≥ 1 and s ∈ R2. To see that this is
well-defined, note that given a, b ∈ φ−1(s), there exists r ∈ kerφ such that a = b + r.
Thus µ1(1− ti, a) = µ1(1− ti, b) · µ1(1− ti, r), so

φ(µ1(1− ti, a)) = φ(µ1(1− ti, b) · µ1(1− ti, r))

= φ(µ1(1− ti, b)) · φ(µ1(1− ti, r)).

Since µ1 is a power structure, we have µ1(1 − ti, r) = µ1(1 − t, r)|t7→ti . That is, the
coefficients in positive degree of µ1(1− ti, r) belong to the same set as the coefficients in
positive degree of µ1(1 − t, r). In particular, µ1(1 − t, r) ∈ 1 + t · kerφ[[t]] implies that
µ1(1− ti, r) ∈ 1 + t · kerφ[[t]] for all i ≥ 1. Thus φ(µ1(1− ti, r)) = 1 for all r ∈ kerφ, so
µ2(1− ti, φ−1(s)) is well-defined.

This is enough to yield a pre-power structure on R2. Indeed:



30 DORI BEJLERI AND STEPHEN MCKEAN

(i) We have φ(1R1) = 1R2 and φ(−1R1) = −1R2 , as is the case for any ring homomor-
phism. Since µ1(1− t,−1) =

∑∞
i=0 t

i, we have

µ2(1− t,−1) = φ(µ1(1− t,−1))

= φ(
∑∞

i=0 t
i)

=
∑∞

i=0 t
i.

(ii) Since µ1(1− t,−a) = 1 + at+ o(t2), we have

µ2(1− t,−s) = φ(µ1(1− t,−φ−1(s)))

= φ(1 + φ−1(s)t+ o(t2))

= 1 + st+ o(t2).

(iii) Since µ1(1− t,−(a+ b)) = µ1(1− t,−a) · µ1(1− t,−b), we have

µ2(1− t,−(c+ d)) = φ(µ1(1− t,−(φ−1(c) + φ−1(d))))

= φ(µ1(1− t,−φ−1(c))) · φ(µ1(1− t,−φ−1(d)))

= µ2(1− t,−c) · µ2(1− t,−d).

(iv) Let f(t) := µ2(1− t, s). Then f(t) = φ(g(t)), where g(t) = µ1(1− t, φ−1(s)). Since
µ1 is a power structure on R1, we have g(ti) = µ1(1 − ti, φ−1(s)). Because φ acts
on power series by acting on their coefficients, we have φ(g(ti)) = f(ti). Thus
f(ti) = µ2(1− ti, s), as desired.

By [GZLMH06, Proposition 1], µ2 extends to a power structure on R2. By construction,
φ respects the pre-power structures underlying µ1 and µ2, so [GZLMH06, Proposition 2]
implies that φ(µ1(A(t), r)) = µ2(φ(A(t)), φ(r)) for all A(t) ∈ 1+t ·R1[[t]] and r ∈ R1. □

7.2. Symmetric powers of kerχc. Let k be a field with odd exponential characteristic
(i.e. char k ̸= 2). Our goal is to induce a power structure on GW(k) from the power
structure on K0(Vark) by way of Lemma 7.4. In order to do this, we need to show that
χc : K0(Vark) → GW(k) is surjective. Remarkably, we do not need any virtual classes
in K0(Vark) to prove the surjectivity of χc.

Proposition 7.5. Let k be a field with char k ̸= 2. Then for each q ∈ GW(k), there
exists a variety Xq ∈ Vark such that χc(Xq) = q. In particular,

χc : K0(Vark) → GW(k)

is surjective.

Proof. Since GW(k) is additively generated by isomorphism classes of rank ±1 forms
[Lam05, II Theorem 4.1], there exist a1, . . . , an, b1, . . . , bm ∈ k× such that q =

∑n
i=1⟨ai⟩−∑m

j=1⟨bj⟩. Since χc is additive on disjoint unions, it suffices to find, for each a ∈ k×,
varieties X⟨a⟩ and X−⟨a⟩ such that χc(X⟨a⟩) = ⟨a⟩ and χc(X−⟨a⟩) = −⟨a⟩.
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Let a ∈ k×/(k×)2. Since char k ̸= 2, the degree 2 extension k(
√
a)/k is separable. We

can thus apply Example 3.11 (i) to compute χc(Spec k(
√
a)) = Trk(√a)/k⟨1⟩ = ⟨2⟩+ ⟨2a⟩.

We now proceed in two cases.

(i) First, assume that 2 ∈ k is not a square. Let xa : Spec k(
√
a) → P1

k denote
Spec k(

√
a) as a degree 2 closed point in P1

k. Then

χc(P1
k − {x2}) = H− ⟨2⟩ − ⟨4⟩

= ⟨2⟩+ ⟨−2⟩ − ⟨2⟩ − ⟨1⟩
= ⟨−2⟩ − ⟨1⟩.

Let X⟨−2⟩ = (P1
k − {x2}) ⨿ Spec k, which satisfies χc(X⟨−2⟩) = ⟨−2⟩ by Propo-

sition 3.1 and the above calculation. Let X⟨−1⟩ = Gm ⨿ Spec k, which satisfies
χc(X⟨−1⟩) = ⟨−1⟩ by Proposition 3.1 and Corollary 3.9. Then χc(X⟨−2⟩ ×X⟨−1⟩) =
⟨2⟩ by Proposition 3.2. We then have

χc(X⟨−2⟩ × (P1
k − {xa})) = ⟨−2⟩(⟨−2⟩ − ⟨2a⟩)

= ⟨1⟩ − ⟨−a⟩.

Since 0 ∈ P1
k−{xa} and 0 ∈ (P1

k−{x2})⨿Spec k are both k-rational, we can define
X−⟨−a⟩ := X⟨−2⟩ × (P1

k − {xa})− {(0, 0)}, which satisfies χc(X−⟨−a⟩) = −⟨−a⟩. We
then have χc(X⟨−1⟩ ×X−⟨−a⟩) = −⟨a⟩ by Proposition 3.2. We also have

χc(X−⟨−a⟩ ⨿ P1
k) = −⟨−a⟩+ ⟨a⟩+ ⟨−a⟩

= ⟨a⟩,
as desired.

(ii) Second, assume that 2 ∈ k is a square. Then χc(Spec k(
√
a)) = ⟨1⟩ + ⟨a⟩, so

χc(Spec k(
√
a)⨿(A2

k−{0, 1})) = ⟨a⟩ by Proposition 3.1 and Corollary 3.9. Similarly,
since xa : Spec k(

√
a) → A1

k − {0} is a closed point, we have χc((A1
k − {0, xa}) ⨿

Spec k) = −⟨a⟩.

In either case, we have constructed (for each a ∈ k×/(k×)2) the desired varieties X⟨a⟩
and X−⟨a⟩ with χc(X⟨a⟩) = ⟨a⟩ and χc(X−⟨a⟩) = −⟨a⟩. □

Now that we know that χc : K0(Vark) → GW(k) is surjective, we can obtain a power
structure on GW(k) that is compatible with χc and the power structure on K0(Vark)
by proving (1− t)kerχ

c ∈ 1 + t · kerχc[[t]]. We will start by considering virtual classes of
quasi-projective varieties.

Proposition 7.6. Let X be a quasi-projective k-variety. Assume that [X] ∈ kerχc.
Then (1− t)−[X] ∈ 1 + t · kerχc[[t]] if and only if [SymnX] ∈ kerχc for all n ≥ 1.

Proof. By definition of the power structure on K0(Vark) (Lemma 6.6), we have (1 −
t)−[X] = 1 +

∑
n≥1[Sym

n
∆X] · tn. Thus (1 − t)−[X] ∈ 1 + t · kerχc[[t]] if and only if

[Symn
∆X] ∈ kerχc for all n ≥ 1. Since Symn

∆X and SymnX are equal in Kuh
0 (Vark) for

all n ≥ 1 (Proposition 6.7), the desired result follows from Corollary 5.4. □
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This leads us to Conjecture 1.1, which we restate here.

Conjecture 7.7. If X is a quasi-projective k-variety with [X] ∈ kerχc, then [SymnX] ∈
kerχc for all n ≥ 1 (equivalently, [Symn

∆X] ∈ kerχc for all n ≥ 1).

Conditional on Conjecture 7.7, we can now consider classes in kerχc that are purely
sums of genuine classes or purely sums of virtual classes.

Corollary 7.8. Assume Conjecture 7.7. Let X1, . . . , Xn be quasi-projective k-varieties.
Let M = ±

∑n
i=1[Xi]. Assume that M ∈ kerχc. Then (1− t)M ∈ 1 + t · kerχc[[t]].

Proof. Let X =
∐n

i=1Xi, so that
∑n

i=1[Xi] = [X]. Since each Xi is quasi-projective, so
is X. In the case that −[X] = M , the desired result is now given in Proposition 7.6.

Suppose instead that [X] = M . Properties (i) and (iii) of Definition 7.1 imply that
(1− t)M · (1− t)−M = 1. Let (1− t)M = 1 +

∑
i≥1Ait

i and (1− t)−M = 1 +
∑

i≥1Bit
i,

where Ai, Bi ∈ K0(Vark). Set A0 = B0 = 1. With this notation, we have

1 = 1 +
∑
ℓ≥1

∑
i,j≥0
i+j=ℓ

AiBj

 tℓ.

The first paragraph of this proof implies that Bi ∈ kerχc for all i. We now proceed by
induction. For ℓ = 1, we have A1+B1 = 0, so B1 ∈ kerχc implies that A1 ∈ kerχc. Now
assume that A1, . . . , An ∈ kerχc. Since 0 = An+1+

∑n
i=0 AiBn+1−i and AiBn+1−i ∈ kerχc

for 0 ≤ i ≤ n, we find that An+1 ∈ kerχc as well. It follows that (1−t)M ∈ 1+t·kerχc[[t]],
as desired. □

Finally, we can consider arbitrary classes in kerχc.

Proposition 7.9. Assume Conjecture 7.7. If M ∈ K0(Vark) with χc(M) = 0, then
(1− t)M ∈ 1 + t · kerχc[[t]].

Proof. Since K0(Vark) is generated as a group by classes of quasi-projective k-varieties
[CLNS18, Chapter 2, Corollary 2.6.6(a)], there exist quasi projective k-varieties {Xi}ai=1

and {Yj}bj=1 such that M =
∑a

i=1[Xi] −
∑b

j=1[Yj]. Let X =
∐a

i=1Xi and Y =
∐b

j=1 Yj,
so that M = [X]− [Y ].

Since X is quasi-projective over a noetherian base, we can partition X into a finite set
of locally closed affine subvarieties {Ai}ci=1, so that [X] =

∑c
i=1[Ai]. Each of these affine

varieties Ai is a subvariety of Ani , where the dimension ni ≥ 1 depends on i. Using any
closed embedding Ani ⊂ A2ni − {(1, . . . , 1)} (for example, given by the vanishing of the
first n variables), we find that Ai also occurs as a subvariety of Bi := A2ni −{(1, . . . , 1)}.
In particular, Bi − Ai is a quasi-projective k-variety with [Bi − Ai] = [Bi]− [Ai].
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Let B :=
∐c

i=1Bi and C :=
∐c

i=1(Bi − Ai). By Corollary 3.9 (iii) (after translating the
origin to (1, . . . , 1)), we have [Bi] ∈ kerχc and thus [B] ∈ kerχc. Moreover,

M −
c∑

i=1

[Bi] = −[Y ] +
c∑

i=1

[Ai]−
c∑

i=1

[Bi]

= −[Y ]−
c∑

i=1

[Bi − Ai]

= −[C ⨿ Y ].

Since M, [B] ∈ kerχc, we have [C ⨿ Y ] ∈ kerχc. In particular, we have (1 − t)M =
(1 − t)−[C⨿Y ] · (1 − t)[B] with [C ⨿ Y ], [B] ∈ kerχc. By Corollary 7.8, it follows that
(1− t)[B], (1− t)−[C⨿Y ] ∈ 1 + t · kerχc[[t]]. We conclude by noting that 1 + t · kerχc[[t]] is
multiplicatively closed (see Notation 7.3). □

We are now ready to prove Theorem 1.2, which we restate here.

Theorem 7.10. Let k be a field of characteristic not 2. Let

µ0 : (1 + t ·K0(Vark)[[t]])×K0(Vark) → 1 + t ·K0(Vark)[[t]]

be the power structure defined in Section 6. Then Conjecture 1.1 is true if and only if
there exists a power structure

µGW : (1 + t ·GW(k)[[t]])×GW(k) → 1 + t ·GW(k)[[t]]

such that
χc(µ0(A(t),M)) = µGW(χc(A(t)), χc(M))

for all A(t) ∈ 1 + t ·K0(Vark)[[t]] and M ∈ K0(Vark).

Proof. First assume that Conjecture 1.1 is true. Since χc : K0(Vark) → GW(k) is
surjective (Proposition 7.5) and µ0(1 − t,M) ∈ 1 + t · kerχc[[t]] for all M ∈ kerχc

(Proposition 7.9), the result follows from Lemma 7.4.

Now assume that the power structure µGW exists. The idea is to use Proposition 7.6:
given any quasi-projective variety X with χc(X) = 0, we have

1 = µGW(1− t, 0)

= µGW(χc(1− t), χc(−[X]))

= χc(µ0((1− t),−[X]))

= 1 +
∑
n≥1

χc(Symn
∆X) · tn

= 1 +
∑
n≥1

χc(SymnX) · tn.

It follows that χc(SymnX) = 0 for all n ≥ 1, which implies Conjecture 1.1. □
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8. Enriching Göttsche’s formula

Now that we have developed a conjectural power structure on GW(k) that is compat-
ible with the power structure on K0(Vark) via χc, we are prepared to return to the
Yau–Zaslow formula. The relevant generating function comes from Göttsche’s formula
[Göt90], which states that for a smooth projective surface X over an algebraically closed
field, the Hilbert schemes HilbgX satisfy

(8.1)
∑
g≥0

χ(HilbgX) · tg =
∏
n≥1

(1− tn)−χ(X).

Equation 8.1 admits a generalization in terms of the power structure on K0(Vark). Given
a scheme Y and a point y ∈ Y , let Hilbm

y Y denote the Hilbert scheme of length m,
dimension 0 subschemes of Y that are concentrated at the point y. Then for any smooth
quasi-projective variety X of dimension d, there is an equality

(8.2)
∑
g≥0

[HilbgX] · tg =
(∑
m≥0

[Hilbm
0 (Ad)] · tm

)[X]

in Kuh
0 (Vark)[[t]] [GZLMH06, Theorem 1]. (This result is stated in K0(VarC) in loc. cit.,

but one can repeat the same argument verbatim over any field with the power structure
on Kuh

0 (Vark) given in Section 6.)

To deduce Equation 8.1 from Equation 8.2, one uses the compatibility of the power struc-
tures on Kuh

0 (Vark) and Z via the Euler characteristic, as well as Ellingsrud–Strømme’s
computation of χ(Hilbm

0 (A2)) as the partition number of m [ES87]:∑
m≥0

χ(Hilbm
0 (A2)) · tm =

∏
n≥1

(1− tn)−1.

To enrich Göttsche’s formula, we therefore need Conjecture 1.1 to hold (which gives the
necessary power structure on GW(k)) and a computation of χc(Hilbm

0 (A2)).

8.1. Computing χc(Hilbm
0 (A2)). We now set out to give a generating series for the

motivic Euler characteristic of the local punctual Hilbert scheme Hilbm
0 (A2). We will

show that the cell decomposition of Hilbm
0 (A2

C) given in [ES88] in fact holds over arbitrary
fields. This will allow us to compute χc(Hilbm

0 (A2
k)) in terms of χc(Ai) = ⟨−1⟩i. As a

result, we will find that χc(Hilbm
0 (A2

k)) is determined entirely by its values for k = C and
R, which were computed by Ellingsrud–Strømme [ES87] and Kharlamov–Răsdeaconu
[KR15], respectively.

Definition 8.1. A cellular decomposition of a scheme X is a chain X = Xn ⊃ Xn−1 ⊃
· · · ⊃ X1 ⊃ X0 = ∅ of closed subschemes such that each Xi −Xi−1 is a disjoint union of
locally closed subschemes isomorphic to affine spaces.

Given such a cellular decomposition of X, note that X = [Xn − Xn−1] + [Xn−1] in
K0(Vark). Inducting, we find that [X] =

∑n
i=1[Xi − Xi−1], as [X0] = 0. We can then

further decompose each class [Xi −Xi−1] by expressing Xi −Xi−1 as a disjoint union of
affine spaces.
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Lemma 8.2. Let X be a scheme over a field of characteristic not 2. If X admits a
cellular decomposition over k, then χc(X) = a⟨1⟩+ b⟨−1⟩ for some a, b ∈ N ∪ {0}.

Proof. If X admits a cellular decomposition, then

[X] =
n∑

i=1

[Xi −Xi−1]

=
n∑

i=1

mi∑
j=1

[Ad(i,j)
k ],

where d(i, j) ∈ N ∪ {0}. Applying χc and recalling that χc(Ad(i,j)) = ⟨±1⟩ proves the
claim. □

Since the element a⟨1⟩ + b⟨−1⟩ ∈ GW(k) is completely determined by its rank and
signature, Lemma 8.2 allows us to compute the motivic Euler characteristic of schemes
admitting a cellular decomposition purely in terms of topological data, namely the Euler
characteristic of the complex and real loci. We now apply this strategy to Hilbm

0 (A2).

Proposition 8.3. If k is a field, then the scheme Hilbm
0 (A2

k) admits a cellular decompo-
sition.

Proof. Although the cellular decompositions of Hilbm(A2) and Hilbm
0 (A2) in [ES88, §3]

are only stated over C in loc. cit., the requisite Białynicki-Birula theory [BB73, BB76] in
fact holds over arbitrary fields (see e.g. [JS19, §1, §2, and Example 7.9]). In particular,
Hilbm

0 (A2
k) admits a cellular decomposition. □

As a result, we can deduce the generating function of χc(Hilbm
0 (A2

k)) from the complex
and real settings.

Corollary 8.4. Let k be a field of characteristic not 2. Then

(8.3)
∑
m≥0

χc(Hilbm
0 (A2

k)) · tm =
∏
n≥1

(1− ⟨−1⟩n−1 · tn)−1.

Proof. Lemma 8.2 and Proposition 8.3 give us

χc(Hilbm
0 (A2

k)) =
eC + eR

2
⟨1⟩+ eC − eR

2
⟨−1⟩,

where eC = χ(Hilbm
0 (A2

C)) and eR = χ(Hilbm
0 (A2

R)). We conclude by applying [ES87, (1.1)
Theorem (iv)] (together with the partition generating series) and [KR15, Proposition 3.1],
which compute∑

m≥0

χ(Hilbm
0 (A2

C)) · tm =
∏
n≥1

(1− tn)−1,(8.4) ∑
m≥0

χ(Hilbm
0 (A2

R)) · tm =
∏
n≥1

(1 + (−t)n)−1 =
∏
n≥1

(1− (−1)n−1tn)−1.(8.5)
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We therefore need a series in Z{⟨1⟩, ⟨−1⟩}[[t]] whose rank and signature recover Equa-
tions 8.4 and 8.5, respectively (cf. Propositions 4.1 and 4.4). This is given by the product∏

n≥1(1 − qnt
n)−1, where qn = a⟨1⟩ + b⟨−1⟩ has rank 1 and signature (−1)n−1. These

criteria determine the form qn = ⟨−1⟩n−1. □

Remark 8.5. Equivalently, we could directly compute the following generating series
identity over K0(Vark):

(8.6)
∑
m≥0

[Hilbm
0 (A2

k)] · tm =
∏
n≥1

(1− Ln−1 · tn)−1.

Indeed, the cells in the cell decomposition of [ES87] are indexed by partitions of n. For
each partition λ ⊢ n, the cell Cλ has dimension n− l(λ) where l is the number of parts
of the partition. Standard generating function arguments for partitions gives (8.6) (see
[Bej23, Proposition 2.1] for more details). Applying χc then yields the corollary.

Combining Corollary 8.4 with Equation 8.2 and Theorem 1.2, we get a conditional en-
richment of Göttsche’s formula.

Theorem 8.6. Let k be a field of characteristic not 2. Assume Conjecture 1.1. Then
for any smooth quasi-projective k-surface X, we have∑

g≥0

χc(HilbgX) · tg =
∏
n≥1

(1− ⟨−1⟩n−1 · tn)−χc(X)

in GW(k)[[t]].

Proof. Theorem 1.2 and Equation 8.2 imply that∑
g≥0

χc(HilbgX) · tg =
(∑
m≥0

χc(Hilbm
0 (A2)) · tm

)χc(X)
.

By Corollary 8.4, we have(∑
m≥0

χc(Hilbm
0 (A2)) · tm

)χc(X)
=
∏
n≥1

(1− ⟨−1⟩n−1 · tn)−χc(X),

as desired. □

Using a theorem of Totaro, we can give an alternative formulation of the generating
series of χc(HilbgX) that does not depend on Conjecture 1.1. This result was stated in
the introduction as Theorem 1.3:

Theorem 8.7. Let k be a field of characteristic not 2. Then for any smooth quasi-
projective k-surface X, we have

(8.7)
∑
g≥0

χc(HilbgX) · tg =
∏
n≥1

(
1 +

∑
m≥1

⟨−1⟩m(n−1)χc(SymmX) · tmn

)
in GW(k)[[t]].
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Proof. Since the power structure on Kuh
0 (Vark) is finitely determined, one can compute

(1− Ln−1 · tn)−[X] = (1− tn)−[An−1×X]

= 1 +
∑
m≥1

[Symm(An−1 ×X)] · tmn.

By Equations 8.2 and 8.6, we thus have an equality∑
g≥0

[HilbgX] · tg =
∏
n≥1

(1− Ln−1 · tn)−[X]

=
∏
n≥1

(
1 +

∑
m≥1

[Symm(An−1 ×X)] · tmn

)

in Kuh
0 (Vark). Totaro proved that

[Symm(An−1 ×X)] = [SymmX] · Lm(n−1)

in Kuh
0 (Vark) (see e.g. [CLNS18, Chapter 7, Proposition 1.1.11]), so

∏
n≥1

(
1 +

∑
m≥1

[Symm(An−1 ×X)] · tmn

)
=
∏
n≥1

(
1 +

∑
m≥1

[SymmX] · Lm(n−1) · tmn

)
.

The result now follows from the fact that χc : Kuh
0 (Vark)[[t]] → GW(k)[[t]] is a ring

homomorphism. □

8.2. Computing χc(HilbgX) directly. The motivation behind Conjecture 1.1 is to
enable a conceptual proof of Theorem 8.6 in terms of power structures. However, we can
actually compute χc(HilbgX) directly for any smooth projective surface X even without
assuming Conjecture 1.1, as long as X is the base change of a scheme over Z.

Theorem 8.8. Let k be a field of characteristic not 2. Let X → SpecZ be a smooth,
separated, and projective scheme of relative dimension 2. Let eC := χ(X(C)) and eR :=
χ(X(R)). Then

(8.8)
∑
g≥0

χc(HilbgXk) · tg =
∏
r≥1

(1− ⟨−1⟩r · tr)−eR ·
∏
s≥1

(1− t2s)−
eC−eR

2

in GW(k)[[t]].

Proof. The Hilbert scheme of a projective scheme is again projective, and Hilbg(X) is
also smooth by [ES87, Proposition 7.27]. We have HilbgX ×Z Spec k ∼= HilbgXk by
[FGI+05, p. 112], so [BW23, Theorem 5.11] implies that

(8.9) χc(HilbgXk) =
nC + nR

2
⟨1⟩+ nC − nR

2
⟨−1⟩,
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where ng
C and ng

R are the Euler characteristics of the complex and real loci of HilbgX,
respectively. These Euler characteristics fit into the generating series∑

g≥0

ng
C · tg =

∏
n≥1

(1− tn)−eC ,

∑
g≥0

ng
R · tg =

∏
r≥1

(1− (−t)r)−eR ·
∏
s≥1

(1− t2s)−
eC−eR

2

by [Göt90] and [KR15, Theorem B], respectively. Taking the rank and signature of
Equation 8.8 recovers these two generating series, so Equation 8.8 is the generating
series for Equation 8.9. □

Theorem 8.8 lends some credence to Conjecture 1.1, but it will not serve our goal of
enriching the Yau–Zaslow formula. This is because no K3 surface is smooth and proper
over Z [Fon93].

8.3. Motivic Euler characteristic of K3 surfaces. Given a specific K3 surface X,
one might wish to compute the motivic Euler characteristic χc(X) and simplify the prod-
uct

∏
n≥1(1− ⟨−1⟩n−1tn)−χc(X) in terms of the conjectural power structure on GW(k).

Let X be a K3 surface over a field k of characteristic not 2. Since every K3 surface over
a field is smooth and proper, Proposition 2.20 and Theorem 2.4 imply that χc(X) =
H+ PdR(X), where

PdR(X) : H1(X,Ω1
X)⊗H1(X,Ω1

X)
⌣−→ H2(X,ωX)

η−→ k

is (the isomorphism class of) the bilinear form given by composing the intersection pairing
with the trace map from coherent duality. Since ωX

∼= OX , Serre duality implies that
H2(X,ωX) ∼= H2(X,OX) ∼= H0(X,OX). Now dimH0(X,OX) = 1 for all K3 surfaces
by definition, so the trace map η : H2(X,ωX) → k, being non-degenerate, must be
an isomorphism. In particular, PdR(X) is entirely determined by the cup product on
H1(X,Ω1

X).

Remark 8.9. Since signH = 0, Proposition 4.4 implies that χ(X(R)) = signPdR(X) for
any real K3 surface X. The Euler characteristic of the real locus of a K3 surface attains
any even value between −18 and 20 (as mentioned in [KR17, §1]; see [DK00, §3.7.2] for
details).

The remainder of this section is dedicated to sharing a loose end that we could not tie
off. A classical invariant of a K3 surface X is the Picard lattice [Huy16, Chapter 1,
Section 2], which is the finitely generated free abelian group Pic(X), together with the
intersection form

PPic(X) : Pic(X)× Pic(X) → Z.
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Over C, the cohomology group H2(X(C),Z) is known to be the rank 22 lattice ΛK3 : =
E8(−1)⊕2 ⊕H⊕3 [Huy16, Chapter 1, Proposition 3.5], where

E8(−1) =



−2 1
1 −2 1

1 −2 1 1
1 −2 0
1 0 −2 1

1 −2 1
1 −2 1

1 −2


.

The Picard lattice is the sublattice H1,1(X) ∩ H2(X(C),Z) by the Lefschetz (1, 1)-
theorem. By the Hodge decomposition, this is uniquely determined by the line H0,2 =
H2(X,OX) ⊂ H2(X(C),C) ∼= ΛK3 ⊗Z C. Over other fields, determining the rank ρ(X)
of the Picard lattice is a difficult question. Over R, the Hodge index theorem implies
that signPPic(X) = (1, ρ(X)− 1).

As the cup product is compatible with the intersection product, it is natural to ask
how PdR(X) ∈ GW(k) and PPic(X) ∈ GW(Z) relate. Note that PdR(X) is not simply
the base change of PPic(X), as rankPdR(X) = 22, while rankPPic(X) = ρ(X) can vary.
Similarly, signPPic(X) = 2 − ρ(X) ≤ 0 (as ρ(X) ≥ 1), whereas signPdR(X) can be
positive.

Instead, we could try looking at the cup product on τ -cohomology for τ ∈ {Zar,Nis, ét}
[Jar15, §8.4]. Hilbert’s Theorem 90 implies that H1

τ (X,Gm) ∼= Pic(X) [Sta18, Theorem
03P8]. The cup product is a map

⌣ : H1
τ (X,Gm)⊗H1

τ (X,Gm) → H2
τ (X,Gm ⊗Gm) ∼= H2

τ (X,Gm).

Now our choice of τ becomes relevant. Since K3 surfaces are noetherian, integral, and
locally factorial, H i

Zar(X,Gm) = 0 for all i > 1. On the other hand, H2
ét(X,Gm) is inter-

esting. Gabber proved that H2
ét(X,Gm) is torsion if X admits an ample invertible sheaf,

identifying H2
ét(X,Gm) with the cohomological Brauer group Br(X) := H2

ét(X,Gm)tors.
If we had a “τ -Brauer trace form” ητ : H2

τ (X,Gm) → k, we could define a bilinear form

Pτ (X) : H1
τ (X,Gm)⊗H1

τ (X,Gm)
⌣−→ H2

τ (X,Gm)
ητ−→ k

and try comparing the classes Pτ (X), PdR(X) ∈ GW(k). For example, if we have a
rational point x ∈ X(k), then we could try defining ητ as the composite

Br(X) Br(k) k

α α(x) norm(α(x)),

x∗ norm

but the potential dependence on x would be undesirable.

9. Proving Conjecture 1.1 over pythagorean fields

To conclude this article, we will show that if X is a quasi-projective variety over a field
k of characteristic not 2, and if χc(X) = 0, then χc(SymnX) is torsion for all n ≥ 1.

https://stacks.math.columbia.edu/tag/03P8
https://stacks.math.columbia.edu/tag/03P8
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Proposition 9.1. Let k be a field of characteristic not 2. Let f : X → Y be a morphism
of k-varieties. If rankχc(X) = 0 and signσ χ

c(X) = 0 with respect to all embeddings
σ : k → R, then χc(X) ∈ GW(k)tors.

Proof. This is essentially Pfister’s local-global principle [Sch85, Theorem 2.7.3], which
characterizes the torsion subgroup of the Witt group W(k) as the kernel of the signature
map. Since the group Z is torsion-free, GW(k)tors must lie in the kernel of rank :
GW(k) → Z. We then conclude by recalling that W(k) ∼= GW(k)/(H), so that

GW(k)tors = ker rank∩
⋂

σ:k→R

ker signσ . □

Corollary 9.2. Let k be a field of characteristic not 2. Let X be a quasi-projective
variety over k. If χc(X) ∈ GW(k)tors, then χc(SymnX) ∈ GW(k)tors for all n ≥ 1.

Proof. The assumption χc(X) ∈ GW(k)tors implies that χét(X) = 0 (by Proposition 4.1)
and χt(Xσ(R)) = 0 for any embedding σ : k → R (by Proposition 4.4).

To show that rankχc(SymnX) = 0, it suffices to prove that χét(Symn
∆X) = 0. Let

Cm(X) denote Xm \ ∆ where ∆ is the big diagonal. Then Symn
∆X is a disjoint union

of quotients of Cm(X) by free group actions for various m. Since χét is multiplicative
for étale maps, it suffices to show χét(Cm(X)) = 0. Now we induct on m. For m = 1,
we have χét(X) = 0 by assumption. Now suppose χ(Cn(X)) = 0 for all n ≤ m. The
projection Cm+1(X) → Cm(X) forgetting the last coordinate is an étale-locally trivial
fibration over a base with χét(Cm(X)) = 0, and so χét(Cm+1(X)) = 0.

It remains to show that if σ : k → R is a real embedding, then signσ χ
c(SymnX) = 0 for

all n ≥ 1. By Proposition 4.4, for any k-variety Y , we have

signσ χ
c(SymnX) = χt((SymnX)σ(R)),

where χt is the compactly supported Euler characteristic and (SymnX)σ(R) is the space
of real points of SymnX under the embedding σ. For the rest of the proof, we will
suppress the embedding from our notation. By [KR15, Equation (3.1)], we have

(SymnX)(R) =
∐

a+2b=n

Syma(X(R))× Symb(X ′
C),

where X ′
C := X(C)−X(R)

conjugation . Thus

χt((SymnX)(R)) =
∑

a+2b=n

χt(Syma(X(R))) · χt(Symb(X ′
C)).

It is a classical computation that

(9.1) χt(SymnM) =

(
χt(M) + n− 1

n

)
for any topological space M . This is done by stratifying SymnM so that the quotient
Mn/Sn is given by a finite free action over each stratum (see e.g. [Mac62]). Since
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χc(X) = 0, we have χt(X(R)) = 0 and hence χt(Syma(X(R))) = 0 for all a ≥ 1. It
follows that

χt((SymnX)(R)) =

{
0 n odd,
χt(Symn/2(X ′

C)) n even.

It remains to prove that χt(Symn/2(X ′
C)) = 0. Since χc(X) = 0 and hence rankχc(X) =

χét(X) = χt(X(C)) = 0 (see Remark 4.2), we find that χt(X(C)−X(R)) = 0. Complex
conjugation is a free Z/2Z action on X(C)−X(R), so χt(X ′

C) = χt(X(C)−X(R))/2 = 0.
The desired result now follows from Equation 9.1. □

As a corollary, we also obtain the following compatibility of χét and χt with power
structures.

Theorem 9.3. Let k be a field of characteristic not 2.

(i) The ring homomorphism

χét = rankχc : K0(Vark) → Z

is compatible with the natural power structures.

(ii) Let σ : k → R be a real embedding. Then the ring homomorphism

signσ χ
c : K0(Vark) → Z

is compatible with the natural power structures.

Proof. Recall the natural power structure on Z is given by exponentiation of power series.
Let φ denote one of the homomorphisms in the theorem. By Lemma 7.4 and the proof
of Proposition 7.9, it suffices to check that φ(SymnX) = 0 for all X with φ(X) = 0.
This is precisely Corollary 9.2. □

Finally, Corollary 9.2 implies that Conjecture 1.1 is true over any field for which GW(k)
is torsion-free.

Theorem 9.4. Let k be a field of characteristic not 2 such that GW(k)tors = {0} (such
as a pythagorean field of characteristic not 2). Then Conjecture 1.1 is true over k.

Proof. Let X be a quasi-projective variety over k. If χc(X) = 0, then Corollary 9.2
implies that χc(SymnX) ∈ GW(k)tors for all n ≥ 1. By assumption, GW(k)tors = {0},
giving the desired result. □

It follows that all of the conditional results presented in this article hold over such fields.
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